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The development of tools in computational pathology to assist physicians and biomedical scientists in
the diagnosis of disease requires access to high-quality annotated images for algorithm learning and
evaluation. Generating high-quality expert-derived annotations is time-consuming and expensive.
We explore the use of crowdsourcing for rapidly obtaining annotations for two core tasks in com-
putational pathology: nucleus detection and nucleus segmentation. We designed and implemented
crowdsourcing experiments using the CrowdFlower platform, which provides access to a large set
of labor channel partners that accesses and manages millions of contributors worldwide. We ob-
tained annotations from four types of annotators and compared concordance across these groups.
We obtained: crowdsourced annotations for nucleus detection and segmentation on a total of 810
images; annotations using automated methods on 810 images; annotations from research fellows for
detection and segmentation on 477 and 455 images, respectively; and expert pathologist-derived
annotations for detection and segmentation on 80 and 63 images, respectively. For the crowdsourced
annotations, we evaluated performance across a range of contributor skill levels (1, 2, or 3). The
crowdsourced annotations (4,860 images in total) were completed in only a fraction of the time and
cost required for obtaining annotations using traditional methods. For the nucleus detection task, the
research fellow-derived annotations showed the strongest concordance with the expert pathologist-
derived annotations (F-M =93.68%), followed by the crowd-sourced contributor levels 1,2, and 3
and the automated method, which showed relatively similar performance (F-M = 87.84%, 88.49%,
87.26%, and 86.99%, respectively). For the nucleus segmentation task, the crowdsourced contributor
level 3-derived annotations, research fellow-derived annotations, and automated method showed the
strongest concordance with the expert pathologist-derived annotations (F-M = 66.41%, 65.93%, and
65.36%, respectively), followed by the contributor levels 2 and 1 (60.89% and 60.87%, respectively).
When the research fellows were used as a gold-standard for the segmentation task, all three con-
tributor levels of the crowdsourced annotations significantly outperformed the automated method
(F-M = 62.21%, 62.47%, and 65.15% vs. 51.92%). Aggregating multiple annotations from the crowd
to obtain a consensus annotation resulted in the strongest performance for the crowd-sourced seg-
mentation. For both detection and segmentation, crowd-sourced performance is strongest with small
images (400 x 400 pixels) and degrades significantly with the use of larger images (600 x 600 and 800
x 800 pixels). We conclude that crowdsourcing to non-experts can be used for large-scale labeling
microtasks in computational pathology and offers a new approach for the rapid generation of labeled
images for algorithm development and evaluation.
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1. Introduction

Cancer is diagnosed based on a pathologist’s interpretation of the nuclear and architectural
features of a microscopic image of a histopathological section of tissue removed from a pa-
tient. Over the past several decades, computational methods have been developed to enable
pathologists to develop and apply quantitative methods for the analysis and interpretation
of histopathological images of cancer.1 These methods can be used to automate standard
methods of histopathological analysis (e.g. nuclear grading),2 as well as to discover novel mor-
phological characteristics predictive of clinical outcome (e.g. relational features and stromal
attributes), which are difficult or impossible to measure using standard manual approaches.3

Accurate nuclear detection and segmentation is an important image processing step prior
to feature extraction for most computational pathology analyses. In the past decade a large
number of methods have been proposed for automated nuclear detection and segmentation.4

However, despite the generation of a large number of competing approaches for these tasks,
the comparative performance of nuclei detection and segmentation methods has not been
evaluated rigorously.

A major barrier to rigorous comparative evaluation of existing methods is the time and ex-
pense required to obtain expert-derived labeled images. Using traditional approaches, obtain-
ing labeled images requires enlisting the support of a trained research fellow and/or pathologist
to annotate microscopic images. Most computational labs do not have access to support from
highly trained physicians and research staff to annotate images for algorithm development and
evaluation, and even in pathology research laboratories, obtaining high-quality hand-labeled
images is a significant challenge, as the task is time-consuming and can be tedious.

These challenges are exacerbated when attempting large-scale image annotation projects
of hundreds-to-thousands of images. Further, recent advances in whole slide imaging are en-
abling the generation of large archives of whole slide images (WSIs) of disease. In contrast
to images obtained from a standard microscope camera (which will capture a single region-
of-interest (ROI) per image), WSIs are large and capture tissue throughout the entire slide,
which typically contains thousands of ROIs and tens-of-thousands of nuclei per WSI.5 Thus,
it is not feasible to obtain comprehensive annotation from pathologists or research fellows in
a single research laboratory for large sets of WSIs.

In this project, we explore the use of crowdsourcing as an alternative method for obtaining
large-scale image annotations for nucleus detection and segmentation. In recent years, crowd-
sourcing has been increasingly used for bioinformatics, with image annotation representing
an important application area.6 Crowdsourced image annotation has been successfully used
to serve a diverse set of scientific goals, including: classification of galaxy morphology,7 the
mapping of neuron connectivity in the mouse retina,8 the detection of sleep spindles from
EEG data,9 and the detection of malaria from blood smears.10,11 To our knowledge, no prior
published studies have used non-expert crowdsourced image annotation for nucleus detection
and segmentation from histopathological images of cancer. The Cell Slider project by the Can-
cer Research UK (http://www.cellslider.net/) launched in October 2012 is attempting to use
crowdsourcing to annotate cell types in histopathological images of breast cancer; however, to
our knowledge results of this study have not yet been released.
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Here, we provide a framework for understanding and applying crowdsourcing to the an-
notation of histopathological images obtained from a large-scale WSI dataset. We develop
and evaluate this framework in the setting of nucleus detection and segmentation from a set
of WSIs obtained from renal cell carcinoma cases that previously underwent comprehensive
molecular profiling as part of The Cancer Genome Atlas (TCGA) project.12

We performed a set of experiments to compare the annotations achieved by: pathologists,
trained research fellows, and non-expert crowdsourced annotators. For the crowdsourced image
annotators, we performed additional experiments to gain insight into factors that influence
contributor performance, including: assessing the relationship of the contributor’s pre-defined
skill level with the contributor’s performance on the nucleus detection and segmentation tasks;
assessing the influence of image size on contributor performance; and comparing performance
based on a single annotation-per-image versus aggregating multiple contributor annotations-
per-image.

The remainder of the paper is organized as follows. Section 2 describes the dataset used
for the study, and the proposed framework for evaluating performance of nucleus detection
and segmentation. Experimental results are presented in Section 3, and concluding remarks
and proposed future work are presented in Section 4.

2. Method

In this section, we describe the dataset, CrowdFlower platform, and design of our experiments.

2.1. Dataset

The images used in our study come from WSIs of kidney renal clear cell carcinoma (KIRC)
from the TCGA data portal. TCGA represents a large-scale initiative funded by the National
Cancer Institute and National Human Genome Research Institute. TCGA has performed
comprehensive molecular profiling on a total of approximately ten-thousand cancers, spanning
the 25 most common cancer types. In addition to the collection of molecular and clinical data,
TCGA has collected WSIs from most study participants. Thus, TCGA represents a major
resource for projects in computational pathology aiming at linking morphological, molecular,
and clinical characteristics of disease.13,14

We selected 10 KIRC whole slide images (WSI) from the TCGA data portal (https://tcga-
data.nci.nih.gov/tcga/), representing a range of histologic grades of KIRC. From these WSIs,
we identified nucleus-rich ROIs and extracted 400× 400 pixel size images (98.24µm× 98.24µm)
for each ROI at 40X magnification. The total number of images per region of interest is 81.
Finally, we obtained a total of 810 images from the 10 KIRC WSIs.

2.2. CrowdFlower Platform

We employ the CrowdFlower platform to design jobs, access and manage contributors, and
obtain results for the nucleus detection and segmentation image annotation jobs. CrowdFlower
is a crowdsourcing service that works with over 50 labor channel partners to enable access
to a network of more than 5 million contributors worldwide. The CrowdFlower platform
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provides several features aimed at increasing the likelihood of obtaining high-quality work
from contributors. Jobs are served to contributors in tasks. Each task is a collection of one
or more images sampled from the data set. Prior to completing a job, the platform requires
contributors to complete job-specific training. In addition, contributors must complete test
questions both before (quiz mode) and throughout (judgment mode) the course of the job. Test
questions serve the dual purpose of training contributors and monitoring their performance.
Contributors must obtain a minimum level of accuracy on the test questions to be permitted
to complete the job. CrowdFlower categorizes contributors into three skill levels (1,2,3) based
on performance on other jobs, and when designing a job the job designer may target a specific
contributor skill level. In addition, the job designer specifies the payment per task and the
number of annotations desired per image. After job completion, CrowdFlower provides the job
designers with a confidence map for each annotated image. The confidence map is an image in
the same dimension as the input image, but the pixel intensity now represents an aggregation
of annotations to that image, which is weighted by both the annotation agreement among
contributors and each contributor’s trust level. Additional information on the CrowdFlower
platform is available at www.crowdflower.com.

2.3. Job Design

Our study includes two types of image annotation jobs: nucleus detection and segmentation.
The contributors used a dot operator (by clicking at the center of a nucleus) for nucleus
detection and a polygon operator (by drawing a line around the nucleus) for nuclei segmen-
tation. Each job contains instructions, which provide examples of expert-derived annotations
and guidance to assist the contributor in learning the process of nuclear annotation. These
instructions are followed by a set of test questions. Test questions are presented to the contrib-
utor in one of two modes: quiz mode and judgment mode. Quiz mode occurs at the beginning
of a job (immediately following the instructions), while judgment mode test questions are
interspersed throughout the course of completing a job. In our experiments, contributors were
required to achieve at least 40% accuracy on five test questions in quiz mode in order to qualify
for annotation of unlabeled images from the job during judgment mode. In judgment mode,
each task consists of four unlabeled images and one test question image, which is presented
to the contributor in the same manner as the unlabeled images, such that the contributor is
unaware if he/she is annotating an unlabeled image or a test question. The total pool of quiz
and judgment mode test questions used in our study was based on 20 images, which had been
annotated by medical experts. If the contributor’s accuracy decreased to below 40% during
judgment mode, the contributor was barred from completion of additional annotations for the
job.

There are several additional job design options provided by the CrowdFlower platform
which may influence annotation performance. The CrowdFlower platform divides the contrib-
utors into three skill levels based on their performance on prior jobs, and the job designer
can target jobs to specific contributor skill levels. In our experiments, we compared perfor-
mance when targeting jobs to each skill level. The job designer must specify the number of
annotations to collect per image. For most of our experiments, we used a single annotation

Pacific Symposium on Biocomputing 2015

297



per image. In addition, we conducted an experiment for the image segmentation job, in which
the number of contributors per image ranged from 1 to 3 to 5, and we compared performance
across these three levels of redundancy.

In addition to the annotations obtained from the non-expert crowd, we obtained anno-
tations from three additional types of labelers: published state-of-the-art automated nucleus
detection and segmentation algorithms;15 research fellows trained for these specific jobs; and
MD-trained surgical pathologists, who have completed residency in Anatomic Pathology.

3. Experiments

3.1. Performance Metrics

Detection Metrics: A detected nucleus was accepted as correctly detected if the coordinates
of its centroid were within a range of 15 pixels (3.75µm) from the centroid of a ground truth
nucleus. The metrics used to evaluate nucleus detection include: number of true positives
(TP), number of false positives (FP), number of false negatives (FN), sensitivity or true
positive rate (TPR = TP

TP+FN ), precision or positive predictive value (PPV = TP
TP+FP ) and

F-Measure (F −M = 2 × TPR×PPV
TPR+PPV ). The TPR and PPV are presented in Tables 1 - 4 with

their 95% Confidence Intervals, computed using the prop.test function in the stats package in
R.

Segmentation Metrics: The metrics used to evaluate segmentation annotation include:
sensitivity (TPR = |A(G)∩A(S)|

|A(G)| - proportion of nucleus pixels that are correctly labeled as

positive), specificity or true negative rate (TNR = |I−(A(G)∪A(S))|
|I−A(G)| - proportion of non-nucleus

pixels that are correctly labeled as negative), precision (PPV = |A(G)∩A(S)|
|A(S)| ), F-Measure, and

Overlap = |A(G)∩A(S)|
|A(G)∪A(S)| ; where I is the image, A(S) is the area of the segmented nuclei, A(G) is

the area of the ground truth nuclei.

3.2. Detection Results

In the first experiment, we considered pathologist’s annotations as ground truth (GT). Pathol-
ogists provided annotations on a total of 80 study images. For these 80 images, we assessed
the performance of research fellows, the automated method, and non-expert contributors from
three skill levels as shown in Table 1. Focusing on the F-M measure (which incorporates both
TPR and PPV ), we observe the strongest performance for the research fellow, followed by
similar performance for the three other annotation groups (FM between 86.99% and 88.49%)
as shown in Table 1.

In the second experiment, we considered annotations from research fellows as GT. The
research fellows provided annotations for a total of 477 images containing 25,323 annotated
nuclei, considered as GT nuclei in this experiment. Thus, the dataset for this evaluation is
significantly larger than that for the initial analysis, which used the pathologist annotation
as the GT. In this experiment, all four groups showed similar performance, with F-M scores
between 83.94% and 85.32%, as shown in Table 2.

In the third experiment, we used the annotations produced by the automated method as
the GT. The automated method was run on all 810 study images and detected a total of
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44,281 nuclei which were considered as GT nuclei in this experiment. We compared these GT
nuclei with the three crowdsourced contributor levels across all 810 images and results are
shown in Table 3. Overall, the three contributor levels achieved similar TPR levels, with a
significantly higher PPV for Contributor Level 2, resulting in the highest F-M for Contributor
Level 2(83.99%), with slightly lower F-M’s achieved by Contributor Levels 1 and 2, as shown
in Table 3. Visual examples of nucleus detection by different level of contributors are shown
in Figure 1.

On the CrowdFlower platform interface, individual nuclei are rendered at relatively larger
size on smaller images as compared to larger images. Further, smaller images contain fewer
nuclei per image. To assess the influence of image size on contributor performance, we per-
formed an experiment in which we extracted images of three different sizes (400×400, 600×600

and 800 × 800) from the same ROIs. We collected annotations with Contributor Level 2 and
compared the annotations with those obtained with automated methods as shown in Table
4. The image size 400 × 400 performed significantly better than the larger image sizes. These

Table 1. Detection results on 80 images (Pathologists’ annotation as GT) GT nuclei = 4436

Annotations TP FN FP TPR % PPV % F-M %

Research Fellow 4109 327 227 92.63± 0.8 94.76± 0.7 93.68
Automated Method 3735 701 416 84.20 ± 1.1 89.98 ± 1.0 86.99
Contributor Level 1 3814 622 434 85.98 ± 1.1 89.78 ± 1.0 87.84
Contributor Level 2 4016 420 625 90.53 ± 0.9 86.53 ± 1.0 88.49
Contributor Level 3 3787 649 457 85.37 ± 1.1 89.23 ± 0.9 87.26

(a) Original Images (b) Contributor Level 1 (c) Contributor Level 2 (d) Contributor Level 3

Fig. 1. Examples of nucleus detection results produced by different contributor levels (Green circle indicates
TP nuclei, yellow circle indicates FN nuclei and blue circle indicates FP). The automated detected nuclei were
used as ground truth.
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Table 2. Detection results on 477 images (Research fellows’ annotation as GT) GT nuclei = 25323

Annotations TP FN FP TPR % PPV % F-M %

Automated Method 21177 4146 3955 83.63 ± 0.5 84.26 ± 0.5 83.94
Contributor Level 1 21495 3828 3982 84.88 ± 0.4 84.37± 0.5 84.63
Contributor Level 2 22488 2835 4904 88.80± 0.4 82.10 ± 0.5 85.32
Contributor Level 3 21788 3535 4049 86.04 ± 0.4 84.33 ± 0.5 85.18

Table 3. Detection results on 810 images (Automated Method as GT) GT nuclei = 44281

Annotations TP FN FP TPR % PPV % F-M %

Contributor Level 1 35823 8458 7792 80.90 ± 0.4 82.13 ± 0.4 81.51
Contributor Level 2 36191 8090 5705 81.73± 0.4 86.38± 0.3 83.99
Contributor Level 3 36125 8156 6874 81.58 ± 0.4 84.01 ± 0.4 82.78

Table 4. Detection results on different image sizes (Automated Method as GT) GT nuclei = 44281

Annotations TP FN FP TPR % PPV % F-M

Image Size 400 × 400 (810 images) 36191 8090 5705 81.73± 0.4 86.38± 0.3 83.99
Image Size 600 × 600 (380 images) 24870 19411 16993 56.16 ± 0.5 59.41 ± 0.5 57.74
Image Size 800 × 800 (170 images) 12144 32137 21842 27.42 ± 0.4 35.73 ± 0.5 31.03

results suggest that defining a small image size is important for obtaining optimal performance
when using crowdsourced microtasks for image annotation for complex and tedious work, such
as nucleus detection.

3.3. Segmentation Results

Like nucleus detection, we also performed four experiments for nuclear segmentation. In
the first experiment, we considered pathologist’s nuclear segmentation as GT segmentation.
Pathologists provided annotation on 63 images. We compared those 63 segmented images with
the segmentations produced by research fellows, an automated method and three different level
of contributors’ annotation as shown in Table 5. The strongest performance was achieved by
Contributor Level 3, research fellow, and the automated method, which all achieved F-M
scores between 65.93% and 66.41%. The Contributor Levels 1 and 2 showed slightly worse
performance with F-M scores of 60.9% as shown in Table 5.

In this experiment, we considered the research fellow-derived nuclear segmentation as GT
segmentation, which we obtained on 455 images. On these 455 images, all three levels of
crowdsourced non-expert annotations significantly outperformed the automated method, as
shown in Table 6. Overall, Contributor Level 3 achieved the highest TPR (76.47%), F-Measure
(65.15%) and overlap (48.68%).
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In our next experiment, we compared the annotations of different contributor levels and
used the automated method annotations as the GT across all 810 study images, as shown Table
7. Contributor Level 3 achieved the highest TPR(75.78%), PPV(57.83%), F-Measure(62.10%)
and overlap (46.75%), significantly outperforming Contributor Levels 1 and 2. Visual examples
of different level of contributor annotations are shown in Figure 2.

Next, we assessed the relationship of contributor performance with image size for the job
of nuclear segmentation. As we did for the nucleus detection experiment, we extracted three
different image sizes(400 × 400, 600 × 600 and 800 × 800) from the same ROIs. We collected
annotations from Contributor Level 2 and compared them with automated methods as shown
in Table 8. As we observed for the nucleus detection job, annotation performance for the
nuclear segmentation job was highest for the image size 400 × 400 and degraded significantly
when image size was increased, as shown in Table 8.

In addition to single contributor annotation, we collected multiple contributor annotations-
per-image for the segmentation job. As shown in Figure 3, nuclei segmentation performance
improved with increasing levels of annotation aggregation. A visual example of nuclei seg-
mentation performance with multiple annotators is shown in Figure 4. Figure 5 shows the

Table 5. Segmentation results on 63 images (Pathologists’ annotation as GT)

Annotations TPR % PPV % F-M % TNR % Overlap %

Research Fellow 60.40 79.80 65.93 97.68 49.66
Automated Method 76.22 62.26 65.36 96.34 49.87
Contributor Level 1 56.95 71.47 60.87 97.08 44.30
Contributor Level 2 59.02 71.19 60.89 97.04 44.46
Contributor Level 3 67.73 69.07 66.41 96.86 50.14

(a) Original Images (b) Automated
(c) Contributor
Level 1

(d) Contributor
Level 2

(e) Contributor
Level 3

Fig. 2. Examples of nuclear segmentation using an automated method and increasing contributor skill level,
ranging from 1 to 3. (Green region indicates TP region, yellow region indicates FN region and blue region
indicates FP region). The automated nuclei segmentation used as ground truth.
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Table 6. Segmentation results on 455 images (Research Fellows’ annotation as GT)

Annotations TPR % PPV % F-M % TNR % Overlap %

Automated Method 60.28 48.01 51.92 69.04 40.33
Contributor Level 1 70.13 60.73 62.21 93.58 45.85
Contributor Level 2 68.93 63.98 62.47 94.19 45.95
Contributor Level 3 76.47 59.23 65.15 93.69 48.68

aggregated results of the contributors on a test question for both the nuclei detection and
segmentation jobs.

3.4. Cost and Time Analysis, and the Heterogeneity of the Crowd

The Cost and Time analysis aggregated across all images for nucleus detection and segmen-
tation and stratified by Contributor Level are shown on the left-panel in Figure 6, and the
time analysis for one image across different contributor levels is shown on the right-panel in
Figure 6. These data show that the segmentation job accounts for significantly more time per
task and time overall, suggesting that nuclei segmentation is the more complex of the jobs.
For the nucleus detection job, the waiting time required for attracting contributors to the job
was significantly longer for the higher skill level contributors and the annotation time spent

Table 7. Segmentation results on 810 images (Automated Method’s annotation as GT)

Annotations TPR % PPV % F-M % TNR % Overlap %

Contributor Level 1 74.17 52.49 57.34 93.10 41.80
Contributor Level 2 74.14 49.31 54.17 91.54 38.97
Contributor Level 3 75.78 57.83 62.10 95.21 46.75

Fig. 3. Graph showing TPR, PPV, F-M and overlap curves for nuclear segmentation results using increasing
numbers of aggregated contributor (level 2) annotations (from 1 to 3 to 5). The automated segmentation used
as ground truth.
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Table 8. Segmentation results on 63 images (Automated Method as GT)

Annotations TPR % PPV % F-M % TNR % Overlap %

Image Size 400 × 400 74.14 49.31 54.17 91.54 38.97
Image Size 600 × 600 69.27 30.68 36.75 84.96 24.06
Image Size 800 × 800 44.65 42.10 25.32 80.65 15.87

(a) Original Images (b) Automated (c) Aggregation 1 (d) Aggregation 3 (e) Aggregation 5

Fig. 4. Examples of nuclear segmentation using an automated method and increasing levels of aggregation
from Contributor Level 2, ranging from 1 to 3 to 5. (Green region indicates TP region, yellow region indicates
FN region and blue region indicates FP region). The automated nuclei segmentation was used as ground truth.

completing the job was also longer for the more skilled workers. For the segmentation job
(which is the more complex job), the overall waiting time and annotation time were shorter
for the Contributor Level 3 workers as compared with the Level 1 and 2 workers, likely ow-
ing to the fact that the Contributor Level 3 workers may have been more attracted to the
higher complexity job. The distribution of contributor judgment trust level, which reflects
contributor performance on test questions, is displayed in Figure 7. These plots show that
although the highest proportion of judgments come from contributors with moderate-to-high
trust levels (80% - 90% trust level), there is a wide distribution of contributor trust levels with
a significant number of judgments derived from contributors with only moderate-to-poor trust
levels. These results suggest the value of targeting specific jobs to specific crowd skill levels,
and that by better targeting jobs to the appropriate crowds, we may obtain improvements in
performance.

4. Conclusions

Our experiments show that crowdsourced non-expert-derived scores perform at a similar level
to research fellow-derived scores and automated methods for nucleus detection and segmen-
tation, with the research fellow annotations showing the strongest performance for detection,
and the crowdsourced level 3 scores showing the strongest performance for segmentation. We
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conclude that crowdsourced image annotation is a highly-scalable and effective method for
obtaining nuclear annotations for large-scale projects in computational pathology. Our results
show that performance may be improved further by aggregating multiple crowd-sourced an-
notations per image, and by targeting jobs to specific crowds based on the complexity of the
job and the skill level of the contributors. Ultimately, we expect that large-scale crowdsourced
image annotations will lead to the creation of massive, high-quality annotated histopatho-
logical image datasets, which will support the improvement of supervised machine learning
algorithms for computational pathology and will enable the design of systematic and rigor-
ous comparative analyses of competing approaches, ultimately leading to the identification of
top-performing methods, which will power the next generation of computational pathology
research and practice.
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Fig. 6. Time and Cost Analysis for Nucleus Detection and Segmentation for Different Contributor Levels.
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Fig. 7. Distribution of contributor judgments and trust level.
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