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Abstract

Purpose—This work describes an efficient procedure to empirically characterize gradient 

nonlinearity and correct for the corresponding ADC bias on a clinical MRI scanner.

Methods—Spatial nonlinearity scalars for individual gradient coils along superior and right 

directions were estimated via diffusion measurements of an isotropic ice-water phantom. Digital 

nonlinearity model from an independent scanner, described in literature, was rescaled by system-

specific scalars to approximate three-dimensional bias correction maps. Correction efficacy was 

assessed by comparison to unbiased ADC values measured at isocenter.

Results—Empirically estimated nonlinearity scalars were confirmed by geometric distortion 

measurements of a regular grid phantom. The applied nonlinearity correction for arbitrarily 

oriented diffusion gradients reduced ADC bias from ~20% down to ~2% at clinically-relevant 

offsets both for isotropic and anisotropic media. Identical performance was achieved using either 

corrected DWI intensities or corrected b-values for each direction in brain and ice-water. 

Direction-average trace image correction was adequate only for isotropic medium.

Conclusion—Empiric scalar adjustment of an independent gradient nonlinearity model 

adequately described DWI bias for a clinical scanner. Observed efficiency of implemented ADC 

bias correction quantitatively agreed with previous theoretical predictions and numerical 

simulations. The described procedure provides an independent benchmark for nonlinearity bias 

correction of clinical MRI scanners.
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INTRODUCTION

Absolute apparent diffusion coefficient (ADC) has been suggested as a potential biomarker 

for cancer diagnosis and treatment monitoring (1-4). There is interest in minimizing 

scanning time to obtain quantitative ADC in as few measurements as possible for clinical 

research applications (3-5), particularly when multiple b-values are needed to distinguish 
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individual components of diffusion weighted signal (3,6,7). At isocenter, any three 

orthogonal diffusion weighted imaging (DWI) measurements are sufficient to characterize a 

diffusion tensor trace, ADC, for tissue of arbitrary anisotropy (8-10). Better than 3% 

reproducibility of ADC measurements at isocenter was demonstrated for multi-center, multi-

platform studies using an ice-water phantom (11). For DWI measurements away from the 

isocenter, gradient nonlinearity bias was detected as a primary source of ADC errors (> 

10%) on clinical scanners (11,12). This systematic bias is specific to gradient design, which 

differs among clinical vendors and even with the same vendor (12-15). The systematic 

deviations from gradient linearity are currently not routinely corrected for diffusion 

measurements on commercial MRI systems. The resulting ADC errors confound multi-

institutional efforts to standardize and validate ADC biomarkers in clinical trials (4,11,16). 

Removal of the detected instrumental bias is desired to establish confidence levels for ADC 

measurements in clinical body oncology applications (3-7).

Unlike the rotation-invariant unbiased ADC, systematic nonlinearity bias possesses tensor 

properties due to spurious gradients generated both along and orthogonal to the primary 

gradient directions (13-15). Theoretical description for medium of arbitrary anisotropy 

predicts that this bias is dependent on the mutual orientation of tissue diffusion tensor and 

applied diffusion gradient direction (17,18). Thus, comprehensive correction of nonlinearity 

bias (17) necessitates full diffusion tensor imaging (DTI) experiment (more than six DW 

directions) followed by eigenvalue calculation to obtain unbiased ADC, which limits its 

practical value for clinical applications (3-5). Recent research (18), based on numerical 

simulation for medium of arbitrary anisotropy and gradient system described in (13), has 

shown that adequate approximation of the ADC nonlinearity bias can be achieved by 

squaring projection of nonlinearity tensor onto the corresponding diffusion gradient 

direction.

Similar to routine geometric distortion correction (13,14), nonlinearity bias correction in 

diffusion measurements requires information on spatial dependence of gradient fields (15). 

For commercial scanners, this proprietary information is usually known to system engineers 

(12), but is not provided to the general MRI user (14). Alternatively, system nonlinearity can 

be characterized by empirical mapping of gradient fields using a distortion phantom, e.g. 

(13), however this is tedious and difficult to automate in the clinical setting. The availability 

of a minimal effort procedure, to quickly and independently characterize system 

nonlinearity, would be desirable both to enable correction of ADC bias for the clinical 

scanners that do not provide built-in correction tools (11), as well as benchmark alternative 

bias correction algorithms as they become available from vendors (12).

This work outlines and implements an independent procedure to empirically describe 

gradient nonlinearity and correct for the corresponding bias in clinical ADC measurements. 

A system-specific nonlinearity tensor approximation is proposed by three-dimensional 

rescaling of digital gradient field maps for a similar (horizontal-bore) geometry, described in 

literature (13). The rescaling is performed numerically using three characteristic nonlinearity 

scalars obtained empirically for each of the three gradient coils. An efficient method is 

introduced to estimate these nonlinearity scalars from the minimum number of experiments. 

Finally, practical implementation of the theoretical framework for ADC bias correction, 
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introduced in (18), is illustrated for arbitrary orthogonal DWI gradients both in an isotropic 

ice-water phantom and in anisotropic brain tissue on a representative clinical scanner. The 

correction efficiency is evaluated by comparison to known values or unbiased (isocenter) 

measurements for individual diffusion directions as well as trace DWI.

METHODS

The implemented empiric workflow included steps to characterize and correct for gradient 

nonlinearity of an arbitrary horizontal-bore MRI scanner. The characteristic nonlinearity 

scalars for the given gradient coil system were obtained by measuring ADC bias in an 

isotropic (ice-water) phantom as a function of right and superior offset for diffusion 

gradients applied along the primary coil axes. An independent model of gradient 

nonlinearity for a representative horizontal-bore system was derived numerically based on 

literature (13) and digitized on a discrete Cartesian 3D-grid. To approximate 3D nonlinearity 

maps for gradient coils of the actual scanner, the independent model nonlinearity grid was 

rescaled according to measured characteristic nonlinearity scalars. The digital 3D corrector 

maps were generated for the set of orthogonal diffusion gradient orientations. The above 

steps were performed once for the gradient system. Further steps included a procedure to 

correct acquired DWI for an object of arbitrary geometry to produce an unbiased ADC 

estimate and compare the measurements with those that are free of bias (e.g., isocenter) to 

evaluate performance.

(1) Diffusion Phantoms

The isotropic phantom was constructed from a single 172-mL (29mm diameter) tube filled 

with distilled water and surrounded by ice-water envelope for temperature control to 0°C 

(18,19). This phantom provided the universal ADC standard with known diffusion 

coefficient of 1.1×10−3 mm2/s (20) and measurement accuracy within 2% at isocenter 

(11,19). Compliant with local Institutional Review Board policies, DWI scans of the human 

brain for a consented volunteer provided an anisotropic phantom.

(2) DWI acquisition and ADC measurements

The DWI measurements were performed on a 3T Ingenia MRI scanner (Philips Medical 

Systems, Best, The Netherlands). The following diffusion-weighted single-shot echo-planar 

acquisition parameters were used for the ice-water phantom: repetition time TR = 8000ms, 

echo time TE = 98ms, acquisition matrix = 128×128, FOV = 240 × 240mm, 25 slices, 6mm 

thick, 4mm gap, bandwidth = 2.65kHz/pixel, single average, no parallel imaging, b-values = 

0 and 1000s/mm2; and for brain: TR = 8434ms, TE = 72ms, FOV = 224 × 224mm; 60 slices, 

2mm thick, 1mm gap, bandwidth = 1.89kHz/pixel, two averages, b-values = 0 and 

800s/mm2. Two sets of DWI waveforms were used with diffusion gradients applied on three 

orthogonal axes (U ≡ (u1, u2, u3); ): “LAB” directions, U = I = [(1,0,0)T, 

(0,1,0)T, (0,0,1)T], and “non-LAB directions, . 

Sixteen-direction DTI, including non-LAB, was also acquired for the brain tissue to provide 

an ADC benchmark as an average of diffusion tensor eigenvalues. Second order volume-

shim encompassing the object was used for all measurements.
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For both U-gradient waveforms, the ADC was measured for the three separate DWI 

directions and the trace DWI, defined as the signal geometric mean of individual diffusion 

directions. Off-center measurements for the ice-water phantom were performed using torso 

coil and repositioning the ice-water phantom with 80mm offset in superior/inferior (SI) and 

45mm offset in right/left (RL) directions. Axial and sagittal slices were acquired for SI and 

RL offset directions, respectively. The axis of the phantom tube was oriented perpendicular 

to the DWI slices. The stack of slices from both offsets provided a spatial extent of 

approximately +/−140 mm with approximately 40 individual offset measurements in the SI 

and RL directions. Axial ADC measurements for brain were performed using head coil near 

the isocenter, as well as a table offset superiorly by 120mm to move both coil and anatomy 

away from isocenter.

ADC was measured from a 10mm circular ROIs placed in the middle of the ice-water tube 

and from irregular (FA-specific) ROIs for the brain tissue. The AP location for the ROIs 

varied between −20 and 15mm. Typically, 12-15 offsets (ROIs) were used for right and 

superior ADC bias measurements with the ice-water phantom. Measurement uncertainty was 

defined as two standard deviations of the ADC pixel noise within an ROI (~90 pixels). The 

gradient nonlinearity bias was estimated as a deviation from the true (known) ADC value of 

1.1×10−3 mm2/s (20) for the isotropic ice-water and as a deviation from the unbiased values 

at the isocenter for the brain tissue.

(3) Characterization of system nonlinearity

A characteristic nonlinearity scalar for an individual gradient coil along one of the LAB axes 

was determined as an offset value along this axis where the observed ADC bias for this 

gradient coil exceeded the measurement uncertainty within an ROI. System nonlinearity 

scalars were estimated from the ADC bias measurements for individual diffusion directions 

using LAB-DWI (U = I) on the ice-water phantom as a function of right (R) and superior (S) 

offsets and normalizing to the true ADC value 1.1×10−3 mm2/s (20). The measured bias 

dependencies were fit to a quadratic function of offset, and an offset value corresponding to 

above 5% bias was used as a bulk nonlinearity scalar along the offset direction. As predicted 

by (18), the two (R and S) offset experiments with LAB diffusion gradients directly 

provided squared RL- and SI-scalars for the three diagonal elements of the nonlinearity 

tensor ( ,  and ). The anterior/posterior (AP)-scalar was inferred from presumed 

cylindrical symmetry of the gradient coil geometry (13,15,18): lii (rAP)=ljj (rRL).

An alternative (standard) estimate of the nonlinearity scalars was performed from a 3D T1 

weighted scan of a regular grid phantom by manual measurements of the geometric 

distortion ratio, , of the distorted inter-grid spacing, , without 

vendor's geometric correction, to the true spacing, , along RL and SI 

directions, i = x, z. The absolute error of the manual distance measurements for inter-grid 

spacing was about 2-3mm. The empiric estimates of the bulk nonlinearity scalars for the 

gradient coils thus obtained were further validated by system application scientists using 

information of their gradient design.
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Using spherical harmonic coefficients provided in (13) for an independent system, digital 

3D-maps for individual gradient coil fields, , i = X, Y, Z, were generated on a 

discrete spatial 3D-grid, r = rxyz, sampled every 5mm within FOV = 500mm (21). These 

field maps were then numerically differentiated along Cartesian grid and normalized by the 

effective gradient strength at the isocenter to produce baseline model maps (i.e. 3D look-up 

tables) for the diagonal components of gradient nonlinearity tensor (17, 21): 

. The baseline nonlinearity scalars of the independent model system 

(13) were obtained for each gradient coil by examining  offset dependence for the 

bias values corresponding to those measured for the actual scanner.

The ratio of the baseline model scalar to the nonlinearity scalar measured for the actual 

scanner (at the same bias level) along a particular Cartesian direction was used to rescale the 

grid spacing of the independent model. This rescaling procedure was equivalent to spatial 

reshaping of the digital 3D objects by either compression or expansion. The resulting 

rescaled maps provided a digital 3D approximation for gradient coil nonlinearity of the 

actual scanner. The reshaped discrete  3D-maps were then interpolated with 

cubic splines on a uniform Cartesian grid sampled every 3.2mm within FOV = 320mm. In 

all further calculations, the derived (i.e. scaled) nonlinearity maps were used unaltered for 

all experimental data generated using the given gradient system.

(4) Nonlinearity bias correction

In contrast to the theoretical formalism of (18), digital 3D corrector maps, Ck, for kth DWI 

direction were generated in discrete form using diagonal nonlinearity elements, , that 

were empirically derived by above-described rescaling of independent model (13), and 

ignoring all off-diagonal cross-terms, li≠j~0,

These “master” correctors were obtained once for a specific U and used for subsequent 

correction of arbitrary objects, scan geometries, and nominal b-values. Consistent with the 

experimental measurements (see section-2), the master correctors were constructed for two 

U-scenarios of the three orthogonal diffusion gradients.

For experimental data, each master corrector map, , was resampled on a uniform spatial 

grid by cubic-spline interpolation to produce Ck
fps according to DICOM header information 

for the specific imaged volume (namely, FOV, pixel and slice spacing, slice location and 

orientation, as well as table offset). Here (f, p, s) denote voxel indices in frequency, phase 

and slice dimensions respectively. This custom-geometry corrector was then applied voxel-

by-voxel to yield corrected DWI intensities (18), , and produce a 

corrected ADC by . Alternatively, corrected b-maps, 
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, were used with uncorrected DWI intensities, , to produce a corrected 

ADC by . Consistent with the acquisition conditions, the nominal 

b-values of b0 = 800 and 1000 were included in the ADC analysis. All calculations were 

automated using Matlab 7 (Mathworks, Natick MA).

RESULTS

Figure 1 illustrates digital three-dimensional gradient filed maps,  (a-c), and 

primary nonlinearity maps, lii (rxyz) (d-f), for the independent model of (13) within the FOV 

= 300mm. (The full gray-scale range of the plots corresponds to FOV = 500mm, as 

described in Methods (21).) The direction of growing intensity for the field maps (a-c) 

points along the primary axis of the gradient coil, while deviation from unity for the 

nonlinearity maps (d-f) reflects spatial non-uniformity of the corresponding gradients. The 

most uniform gradients are achieved at isocenter, while nonlinearity is growing moderately 

toward the FOV edges, as is evident from the gray-scale variation across the boundary 

planes. Furthermore, both gradient fields and nonlinearity for Y-coil (b,e) are rotated by 90-

degrees around z-axis in respect to X-coil maps (a,d), while Z-coil field (c) and nonlinearity 

(f) are symmetric in xy-plane. Three unidirectional cross-sections through the isocenter 

would provide the characteristic x,y,z-spatial scalars for each individual (model) gradient 

nonlinearity map, lii. However, above noticed symmetries suggest that six of nine scalars 

would be sufficient.

For the actual clinical scanner, the unidirectional nonlinearity bias is efficiently measured 

for all coils simultaneously in a single LAB-DWI experiment for the isotropic (ice-water) 

phantom as a function of the right (Figure 2a) and superior (Figure 2b) offsets from the 

magnet isocenter. The solid colored lines in Figures 2a and 2b correspond to unidirectional 

quadratic fits for the nonlinearity bias of the three individual gradient coils. The equivalence 

of gradient nonlinearity characteristics obtained through the ADC bias measurements (Fig.

2a,b data with error bars) to conventional measurement of geometric distortion on a regular 

grid phantom, (Fig.2a,b asterisks) is evident from good agreement between the results both 

for the right offset for the X-gradient coil (Fig.2a, blue line) and for the superior offset for 

the Z-coil (Fig.2b, magenta line). Deviation of 2-4% from unity observed for geometric 

distortion data near zero-offset reflect the error for manual measurement of distorted inter-

grid spacing. The ADC error-bars of 2-3% are determined primarily by signal-to-noise 

within ROI and nominally independent of the offset. Small (< 2%) deviations of the ADC 

bias from unity near the magnet isocenter observed for some coils suggest negligible effect 

of the cross-terms between diffusion and imaging gradients, as predicted in (18). Observed 

effect of shim imperfections, pronounced at larger offsets, also stays within the 

measurement uncertainty. Overall, absolute nonlinearity bias for all coils is higher for the 

superior compared to the right offset (Fig.2b versus Fig.2a). The highest absolute system 

nonlinearity is observed for the Y-coil along SI direction (Fig.2b, green line).

Figures 2d and 2e illustrate the qualitative agreement between nonlinearity trends measured 

for the X-coil of the actual scanner (blue lines) with the unidirectional cross-sections (black 
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lines) through the digital 3D nonlinearity maps (Fig.1d) generated for an independent 

horizontal-bore scanner (13). However, as is evident from the intersection with the vertical 

dashed guide line at 110mm offset (Fig.2d,e), the measured nonlinearity bias of the actual 

scanner is steeper than that of the literature model (13). For the X-gradient coil, the same 

~5% right-nonlinearity bias is measured for the actual scanner at 110mm as for the model 

system (13) at 150mm, indicating that the 3D model nonlinearity of the X-coil along RL-

direction, lxx, requires ~30% compression (Fig.2d, gray line). Similarly, z-scalar for the 

needs ~20% compression (Fig.2e, gray line); and y-scalar of lxx (given by x-scalar of lyy due 

to RL-AP symmetry) requires ~25% compression as well. Figure 2f illustrates the results of 

the non-uniform compression of the Cartesian grid for the 2D cross-section (y = 0 plane) of 

the digital X-coil nonlinearity map,  (Fig.2c), for the independent model system (13). 

The desired compression of the 2D map for the independent model (Fig.2c) to the actual 

scanner scale (Fig.2f) is evident from the changes in the heat-map color, especially near the 

edges. A similar process was followed for the reshaping of the Y-coil nonlinearity map (Fig.

1e), lyy. In contrast, the characteristic z-scalar for the Z-coil needed 10% expansion, while x- 

and y-scalars did not change appreciably. Hence, 3D-map of the baseline model (13) for the 

Z-coil nonlinearity (Fig.1f), lzz, had to be stretched along SI. Slight deviations of the 

rescaled model from actual measured bias both before and after point of “matched” 

nonlinearity scale (in Fig.2d,e: gray versus blue line) are within the measurement 

uncertainty (<2%, Fig.2a,b error bars) over the full 300mm FOV.

The resulting rescaled nonlinearity maps that provide 3D approximation for the system-

specific nonlinearity of individual coils are shown in Figures 3a-c. Relative nonlinearity 

scale of Fig.3a-c (gray-scale bar) is kept the same as in Fig.1d-f to illustrate changes in the 

extent of nonlinearity between obtained (rescaled) system approximation and original 

independent model of (13). Higher nonlinearity is evident for rescaled X- and Y-gradient 

maps in Fig.3a,b versus original model in Fig.1d,e, while Z-gradient is virtually unchanged 

(Fig.3c versus Fig.1f). The resulting pixel-wise RMS deviation from linearity (lii – 1) for all 

three gradients in Fig.3a-c within FOV = 300mm was 4.5% (RMS bias). The retrospective 

comparison of the rescaled nonlinearity maps to system design maps produced an RMS of 

1.1% and less than 3% absolute deviation for more than 90% of pixels within 300mm FOV, 

confirming adequate approximation of system nonlinearity.

Figures 3d-f show corrector maps obtained as linear combinations of the squared 

nonlinearity maps for individual coils (Fig.3a-c) weighted by non-LAB diffusion gradient 

direction in coil coordinates, as described in Methods. Since both X- and Y-gradients are 

active for all no-LAB DWI directions, similar spatial symmetries are observed for the 

corresponding corrector maps (Fig.3d-f). In case of LAB gradients, when single gradient is 

active per DWI direction, the individual correctors (not shown) would simply represent the 

squares of the corresponding nonlinearity maps (Fig.3a-c). The 3D corrector maps also 

provided a description of the spatial distribution for the expected diffusion weighting bias 

along individual DWI directions (18). Thus, different absolute bias is expected at the same 

spatial location depending on DWI direction (Fig.3). The direction-average (isotropic trace) 

corrector map, constructed within FOV of nearly quadratic gradient nonlinearity, would 
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exhibit negligible dependence on DWI direction: pixel-wise difference below 2% for LAB 

versus non-LAB scenario.

Figure 4 illustrates performance of the correctors based on the above described approximate 

gradient coil nonlinearity maps (Fig.3) when applied to data generated independently from 

brain tissue using non-LAB gradients. The observed diffusion weighting at the superior 

offset (z ~ 130mm, Fig.4a,g) and close to the isocenter (z ~ 10mm, Fig.4b,h) agree with the 

predicted bias (Fig.4d,e). Up to 20% percent b-value “under-weighting” is predicted for the 

superior offset (Fig.4d), while negligible bias (<3%, Fig.4e) is expected for the bulk of the 

image slice acquired close to the isocenter (Fig.4b,h). Corrected DWI intensities shown in 

(Fig.4c,i) are close to the unbiased measurement (Fig.4b,h) both for a single diffusion 

direction (Fig.4b,c) and the trace (geometric average) image (Fig.4h,i). Direction-average 

correction applied directly to the biased trace image (Fig.4g) is not equivalent to the 

geometric average of individually corrected images (Fig.4i) and results in the anatomy-

specific deviations (Fig.4f). These deviations are clearly pronounced for highly anisotropic 

corpus callosum (CC), while less significant for isotropic cerebrospinal fluid (CSF).

Figure 5 illustrates the efficiency of the nonlinearity bias correction for ADC as a result of 

the individual DWI corrections. Both for the anisotropic and the isotropic brain tissue (Fig.

5b insert), the original ADC bias of −15 to −20% at the offset z~130 mm (e.g., 0.65±0.07 × 

10−3mm2/s for FA(ROI)~0.5, Fig.5a,b, and 2.5±0.2 × 10−3mm2/s for CSF (histograms not 

shown)) is effectively reduced down to −1.5 to −2.5% (ADCc (FA~0.5) = 0.81±0.08 × 

10−3mm2/s and ADCc (FA~0.0) = 2.9±0.2 × 10−3mm2/s). Similar correction efficiency was 

observed for the direction specific DWI-ADC bias (reduced from original ~14% down to 

~2%) in an isotropic ice-water phantom with the LAB gradients (data not shown). The width 

of the ADC distribution is not significantly altered by the bias correction (Fig.5b). Different 

original bias is observed for the isotropic CSF versus the anisotropic brain tissue (~15% 

versus ~20%) at close spatial locations. The original ADC bias measured by 16-direction 

DTI (0.66±0.05 × 10−3mm2/s at z~130mm versus 0.82±0.05 × 10−3mm2/s at z~10mm) is 

nominally the same as that of 3-direction DWI (0.65±0.07 × 10−3mm2/s versus 0.81±0.07 × 

10−3mm2/s). ADC calculation either from the corrected DWI intensities or from the 

corrected b-values produced identical results (zero difference) independent of the anisotropy 

and the applied diffusion gradient direction. Trace image correction using direction-average 

corrector map was effective only for the ADC of the isotropic CSF, and less efficient (4-6% 

residual ADC bias) for the anisotropic corpus callosum brain tissue.

DISCUSSION

The described results provide experimental evidence that empiric approximation of three 

primary gradient nonlinearity maps enables reasonably efficient correction of ADC bias for 

medium of arbitrary anisotropy. An adequate approximation for nonlinearity of a given 

scanner is obtained by spatial rescaling of independent model for gradient system of similar 

geometry (13). Consistent with prediction from numerical simulations (18), the 

experimentally observed ADC bias is effectively reduced by 85-90% both for anisotropic 

and isotropic brain tissue independent of applied DWI directions. ADC correction 

implemented using b-value maps is shown to be fully equivalent to using corrected DWI 
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intensities. The implemented correction procedure has negligible effect on the measurement 

noise. For isotropic medium, a single direction-average corrector map could be constructed 

to apply directly to the trace image, nominally independent of chosen DWI direction. 

However for anisotropic media, DWI correction using an average corrector map for a biased 

trace image is less efficient than correction of individual DWI directions.

In general, an empirical spatial mapping of the gradient fields is a daunting task requiring 

multi-plane measurements and recursive data fitting (13). Since the bulk of the ADC 

nonlinearity error is described by the three diagonal elements of the nonlinearity tensor (18), 

for the majority of clinical ADC applications (3-5) it is sufficient to characterize the 3D bias 

using gradient nonlinearity, lii(r), along the primary (ith) direction and ignoring spurious 

gradients (off-diagonal i ≠ j nonlinearity components). In principle, 3D maps for diagonal 

elements of the nonlinearity tensor can be measured at finite grid locations directly from 

spatially dependent geometric distortions on a regular grid phantom (13,17). However, finite 

grid dimension of the phantom would require resampling and interpolations of the maps for 

the actual DWI experiments, while measurement uncertainties could make this interpolation 

unstable and limit reproducibility.

Therefore, a low-effort practical alternative, as proposed in this work, is to use an analytical 

(i.e. noiseless) model (13) and measure only the bulk (six) primary nonlinearity scalars. The 

independent baseline nonlinearity model can be adopted from a gradient system of similar 

(horizontal-bore) geometry (13). This procedure allows for stable and straightforward 

interpolation for any experimental FOV and arbitrary scan geometry. Since this procedure is 

based on linear rescaling, it does not preserve higher spatial derivatives of the spherical 

harmonics model. Thus, slight deviations of the scaled maps from the actual system 

nonlinearity are expected both before and after the offset point where the scalars are exactly 

“matched”. As is evident from this work, these deviations are tolerable and fall within ADC 

uncertainty for an experimental measurement.

Compared to standard geometric distortion measurements, the proposed method is more 

sensitive to the shim quality, since higher experimental uncertainties may confound the 

measurements of nonlinearity scalars at large offsets. Careful adjustment of phantom 

elevation and scan geometry, as well as averaging of measurements from symmetric offsets 

may be needed to achieve consistent scalar measurements (within ±10mm). An additional, 

major, limitation is in the choice of independent baseline model. The maximum nonlinearity 

ranges are fixed by the design coefficients of that model, and cannot be exceeded by 

proposed simple spatial reshaping of the nonlinearity maps. Furthermore, the relative weight 

of higher order harmonics (3rd, 5th, and 7th) included in the independent model (13) cannot 

be changed, preventing extrapolation of the rescaled nonlinearity maps to large FOV (more 

than ¾ of bore diameter). To alleviate these limitations, different baseline model could be 

chosen, or existing model rescaled in intensity of nonlinearity in addition to spatial grid 

rescaling. Even though proposed approximation enables independent ADC bias correction 

on a clinical system, the superior performance is expected for correction using full system 

design information.
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In conclusion, this work described a viable procedure to independently characterize gradient 

nonlinearity on a clinical scanner and correct for the observed spatial non-uniformity bias in 

ADC in a few measurements. Application of the proposed corrections effectively removed 

ADC bias for off-center measurements both in isotropic (ice-water, CSF) and highly 

anisotropic medium (e.g. corpus callosum).
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Refer to Web version on PubMed Central for supplementary material.

ACKNOWLEGEMENT

Authors are thankful to Philips MRI application scientists, Julien Senegas and Yuxi Pang, for their assistance in 
validating characteristic gradient nonlinearity scalars.

Grant support: National Institutes of Health (NIH); NCI contract grant number: P01-CA85878, SAIC 29XS161 
and U01-CA166104, as well as NIBIB training T32-EB005172.

REFERENCES

1. Chenevert TL, Stegman LD, Taylor JM, et al. Diffusion magnetic resonance imaging: an early 
surrogate marker of therapeutic efficacy in brain tumors. J Natl Cancer Inst. 2000; 92(24):2029–
2036. [PubMed: 11121466] 

2. Galban CJ, Mukherji SK, Chenevert TL, et al. A feasibility study of parametric response map 
analysis of diffusion-weighted magnetic resonance imaging scans of head and neck cancer patients 
for providing early detection of therapeutic efficacy. Transl Oncol. 2009; 2(3):184–190. [PubMed: 
19701503] 

3. Li SP, Padhani AR. Tumor response assessments with diffusion and perfusion MRI. J Magn Reson 
Imaging. 2012; 35(4):745–763. [PubMed: 22434697] 

4. Padhani AR, Liu G, Koh DM, et al. Diffusion-weighted magnetic resonance imaging as a cancer 
biomarker: consensus and recommendations. Neoplasia. 2009; 11(2):102–125. [PubMed: 
19186405] 

5. Dickinson L, Ahmed HU, Allen C, et al. Magnetic resonance imaging for the detection, localisation, 
and characterisation of prostate cancer: recommendations from a European consensus meeting. Eur 
Urol. 2011; 59(4):477–494. [PubMed: 21195536] 

6. Lemke A, Stieltjes B, Schad LR, Laun FB. Toward an optimal distribution of b values for intravoxel 
incoherent motion imaging. Magn Reson Imaging. 2011; 29(6):766–776. [PubMed: 21549538] 

7. Riches SF, Hawtin K, Charles-Edwards EM, de Souza NM. Diffusion-weighted imaging of the 
prostate and rectal wall: comparison of biexponential and monoexponential modelled diffusion and 
associated perfusion coefficients. NMR Biomed. 2009; 22(3):318–325. [PubMed: 19009566] 

8. Le Bihan D, Mangin JF, Poupon C, et al. Diffusion tensor imaging: concepts and applications. J 
Magn Reson Imaging. 2001; 13(4):534–546. [PubMed: 11276097] 

9. Sorensen AG, Buonanno FS, Gonzalez RG, et al. Hyperacute stroke: evaluation with combined 
multisection diffusion-weighted and hemodynamically weighted echo-planar MR imaging. 
Radiology. 1996; 199(2):391–401. [PubMed: 8668784] 

10. Wong EC, Cox RW, Song AW. Optimized isotropic diffusion weighting. Magn Reson Med. 1995; 
34(2):139–143. [PubMed: 7476070] 

11. Malyarenko D, Galban CJ, Londy FJ, et al. Multi-system repeatability and reproducibility of 
apparent diffusion coefficient measurement using an ice-water phantom. J Magn Reson Imaging. 
2013; 37(5):1238–1246. [PubMed: 23023785] 

12. Tan ET, Marinelli L, Slavens ZW, King KF, Hardy CJ. Improved correction for gradient 
nonlinearity effects in diffusion-weighted imaging. J Magn Reson Imaging. 2013; 38(2):448–453. 
[PubMed: 23172675] 

Malyarenko and Chenevert Page 10

J Magn Reson Imaging. Author manuscript; available in PMC 2015 December 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



13. Janke A, Zhao H, Cowin GJ, Galloway GJ, Doddrell DM. Use of spherical harmonic 
deconvolution methods to compensate for nonlinear gradient effects on MRI images. Magn Reson 
Med. 2004; 52(1):115–122. [PubMed: 15236374] 

14. Jovicich J, Czanner S, Greve D, et al. Reliability in multi-site structural MRI studies: effects of 
gradient non-linearity correction on phantom and human data. Neuroimage. 2006; 30(2):436–443. 
[PubMed: 16300968] 

15. Romeo F, Hoult DI. Magnet field profiling: analysis and correcting coil design. Magn Reson Med. 
1984; 1(1):44–65. [PubMed: 6571436] 

16. Sasaki M, Yamada K, Watanabe Y, et al. Variability in absolute apparent diffusion coefficient 
values across different platforms may be substantial: a multivendor, multi-institutional comparison 
study. Radiology. 2008; 249(2):624–630. [PubMed: 18936317] 

17. Bammer R, Markl M, Barnett A, et al. Analysis and generalized correction of the effect of spatial 
gradient field distortions in diffusion-weighted imaging. Magn Reson Med. 2003; 50(3):560–569. 
[PubMed: 12939764] 

18. Malyarenko DI, Ross BD, Chenevert TL. Analysis and correction of gradient nonlinearity bias in 
apparent diffusion coefficient measurements. Magn Reson Med. 2013 (in press); DOI: 10.1002/
mrm.24773. 

19. Chenevert TL, Galban CJ, Ivancevic MK, et al. Diffusion coefficient measurement using a 
temperature-controlled fluid for quality control in multicenter studies. J Magn Reson Imaging. 
2011; 34(4):983–987. [PubMed: 21928310] 

20. Holz M, Heil SR, Sacco A. Temperature-dependent self-diffusion coefficients of water and six 
selected molecular liquids for calibration in accurate 1H NMR PFG measurements. Phys Chem 
Chem Phys. 2000; 2:4740–4742.

21. Malyarenko, DI.; Ross, BD.; Chenevert, TL. Proceedings of the 20th Annual Meeting of ISMRM. 
Melbourne, Australia: 2012. Error analysis and correction of ADC measurements for gradient 
nonlinearity.; p. 3550

Malyarenko and Chenevert Page 11

J Magn Reson Imaging. Author manuscript; available in PMC 2015 December 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Figure 1. 
3D digital gray-scale maps within FOV = 300mm for gradient fields and their first 

derivatives along primary directions for X,Y, and Z-gradients described by independent 

model (13, 21): (a) , (b) , (c) , (d) lxx, (e) lyy, (f) lzz. The x,y,z-axes provide 

common spatial coordinates directions for all 3D maps. Gray-scale bars provide the range 

for depicted field maps (a-c) and gradient nonlinearity (d-f). The same gray-scale range is 

used for the 3D maps in a row. Spatial dependence is represented by gray-scale changes at 

boundary planes (X=150mm, Y=150mm, Z=−150mm) and spherical slice through the FOV. 

The unbiased (uniform) MR gradients in (d-f) correspond to value of one (at isocenter). The 

deviation from uniformity (bias) is visually estimated by the gray-scale variation away from 

isocenter.
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Figure 2. 
Measured ADC nonlinearity bias (ADCmeasured/ADCknown) for ice-water phantom is plotted 

for X (blue), Y(green) and Z(magenta) gradient coil as a function of right offset (a) and 

superior offset (b). Error bars correspond to a standard deviation over 10 mm diameter 

circular ROI (approx. 90 pixels). Solid lines correspond to quadratic fit for the measured 

bias. Asterisks mark results for geometric distortion measurements performed on a regular 

grid phantom along x (blue) and z (magenta) directions. Vertical scatter of asterisks near 

zero offset reflects the distortion measurement error (2-4%). Horizontal dashed lines mark 

expected value for linear gradients. Vertical lines at ~110mm offset mark the characteristic 

scalar measurement for gradient nonlinearity. (d) and (e) panes illustrate linear rescaling 

(dotted gray) of the independent model (black line) to the characteristic system scale (blue 

line) for X gradient coil. (f) shows results of 2D rescaling for independent model map in (c) 

at y=0 by characteristic z and x scalars measured from (d) and (e). Common nonlinearity 

range used for (f) and (c) maps is indicated by a color-bar.
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Figure 3. 

Gray-scale plots of primary rescaled nonlinearity maps, , for FOV = 300mm: (a) X-

gradient, (b) Y-gradient, (c) Z-gradient, and corrector maps, , for non-LAB DWI: (d) C1, 

(e) C2, (f) C3. The x,y,z-axes provide common spatial coordinates and directions for all 3D 

maps. Gray-scale bars provide the range for depicted gradient nonlinearity (a-c) and DWI 

bias (d-f). A single gray-scale range is used for the 3D maps in a row. The same nonlinearity 

scale is used for (a-c) as in Fig.1(d-f). The unbiased (uniform) gradients correspond to value 

of one (at isocenter). The deviation from uniformity (bias) is visually estimated by the gray-

scale changes away from isocenter. Spatial dependence is represented by gray-scale 

variation at boundary planes (X=150mm, Y=150mm, Z=−150mm) and spherical slice 

through the FOV.
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Figure 4. 
DWI bias correction illustrated for a single slice through the brain anatomy for the first non-

LAB DWI direction (a-c) and the trace image (g-i): (a,g) biased by underweighting at 

superior offset of z~130mm; (b,h) negligible bias for z~10mm; (c,i) corrected diffusion 

weighting for z~130mm; (d) 2D corrector (bias) map corresponding to (a); (e) 2D corrector 

(bias) map for (b); (f) difference between trace DWI corrected for individual directions (i) 

and single “average corrector” trace image (not shown). Positive difference in (f) is 

illustrated by pixels brighter than (zero) background outside of the brain. Magnitude images 
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are plotted for all panes but (f), with black color corresponding to zero-magnitude. Same 

window leveling is used for DWI (a-c) and (g-i). (d) and (e) share the same gray-scale bar.
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Figure 5. 
ADC bias correction illustrated for pixels of arbitrary anisotropy in the same slice as in 

Figure 4, zoomed on corpus callosum region: (a) biased ADC for superior offset z~130mm; 

(c) corrected ADC bias for z~130mm; (d) negligible ADC bias for z~10mm. (b) shows ADC 

histograms (smoothed by 3-point moving-average), corresponding to (a) – solid gray, (c) – 

dotted gray and (d) – solid black ADC maps, for ROI with FA~0.5. ROI selection is 

illustrated by bright pixels in the insert of the FA map in (b). Same window leveling is used 

for ADC maps in (a), (c) and (d).
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