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ABSTRACT We report a method for predicting the
most stable secondary structure of RNA from its primary
sequence of nucleotides. The technique consists of a series
of three computer programs interfaced to take the nu-
cleotide sequence of any RNA and (a) list all possible helical
regions, using modified Watson-Crick base-pairing rules;
(b) create all possible secondary structures by forming per-
mutations of compatible helical regions; and (c) evaluate
each structure for total free energy of formation from a
completely extended chain. A free energy distribution and
the base-by-base bonding interactions of each possible
structure arecatalogued by the system and are readily avail-
able for examination. The method has been applied to 62
tRNA sequences. The total free-energy of the predicted
most stable structures ranged from -19 to -41 kcal/mole
(-22 to -49 kJ/mole.) The number of structures created
was also highly sequence-dependent and ranged from 200
to 13,000. In nearly all cases the cloverleaf is predicted to
be the structure with the lowest free energy of formation.

We have developed a technique for predicting the secondary
structure of RNA from its primary sequence. The method uses
thermodynamic and structural criteria to generate all possible
secondary interactions in the molecule and evaluates each for
free energy. The technique can be used in conjunction with
experimental procedures to elucidate the most favorable con-
formation of a polyribonucleotide chain.
The secondary and tertiary structure of RNA is assumed

to play an important role in determining the interactions of
these macromolecules with proteins. In the most studied case,
that of the tRNAs, it has been found that some form of
structural integrity other than the primary sequence of
nucleotides must be maintained in order to ensure the bio-
logical activity of these molecules (1, 2). This is not surprising,
since the tRNAs must be able to interact specifically with a
myriad of proteins, including those involved in (a) tRNA
maturation (i.e., methylases, thiolases, nucleases, and other
modifying enzymes); (b) amino-acid activation (the aminoacyl
synthetases); and (c) other translational factors (ribosomal
proteins, initiation factor 2, and probably others). In addition
to their function in translation, some tRNAs have been shown
to be involved in the autogenous regulation of certain cistrons
and, thus, must also interact with certain transcriptional
components (3).

Likewise the rRNAs are believed to possess a definite
secondary and tertiary structure which serves to govern
their interaction with ribosomal proteins (4). The genomes of
certain RNA bacteriophages have also been shown to fold
owing to secondary and tertiary interactions (5, 6). In these
cases too, the evidence demonstrating the functional signifi-
cance of specific structure is convincing.

Studies attempting to demonstrate structure-function
relationships in the RNAs have been hindered by a lack of
knowledge concerning the exact nature of the structure of
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these molecules in solution. The use of common physical
probes such as nuclear magnetic resonance, circular dichroism-
optical rotatory dispersion, and x-ray diffraction is difficult
and time consuming. With these techniques only one poly-
nucleotide sequence can be examined at a time, where it is
often useful to compare a number of similar sequences and
search for common features.

It is generally assumed that the information governing
three-dimensional folding is contained in the primary se-
quence of nucleotides that make up the polynucleotide chain.
Therefore, it should be possible to deduce these interactions
from the nucleotide sequence. Several attempts at predicting
these interactions have been made (7-10).

In this paper we report a new method for predicting the
secondary structure of RNA, given its primary sequence. The
technique consists of a series of three computer programs
which (a) creates a list of all possible helical regions that can
be derived from a given sequence; (b) tests each of these
regions against all other regions for structure compatibility;
(c) lists all possible structures derivable from the primary
sequence by creating all permutations of compatible helical
regions; and (d) evaluates each possible structure for total
free energy and several other parameters. The method is
entirely general and can be applied to any polyribonucleotide
chain up to 150 bases long. With some minor modifications in
storage and the use of packing routines, RNAs up to 3500
nucleotides long can be handled.
We further show the utility of this technique by applying

it to 62 known tRNA sequences. It is demonstrated that for
most of these sequences, the cloverleaf structure or some close
variant is the lowest free energy form when only secondary
interactions are considered. Some interesting exceptions to
this result are discussed. Finally, we show how this method
can be used to create a free energy distribution for each
sequence that takes into account all possible acceptable
structures. Further applications of this system are discussed.

METHOD

tRNA Sequences. The nucleotide sequences for the 62 tRNAs
used were those compiled by Sodd and Doctor (11). Each
sequence was coded as to the hydrogen-bonding type of its
bases. This is necessary, since the tRNAs contain modified
bases that have altered hydrogen-bonding capabilities. All
modified bases were examined and classified into one of five
types: G, C, U, A, 0. Bases coded as 0 are blocked by modi-
fication at key groups and cannot form hydrogen bonds.

Computer Mlethods. The method consists of a series of three
computer programs which take as input the primary sequence
of nucleotides and generate as output the base-by-base
bonding that defines the structure with the most favorable
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FREE ENERGY DISTRIBUTION

(BEST FREE ENERGY STRUCTURE)

FIG. 1. Generalized flow diagram showing the input and output of information through the three computer programs in the system.
START takes the primary nucleotide sequence as input and generates a list of all possible helical regions derivable from the sequence (S-
Table) and a matrix indicating the compatibilities of these regions (C-matrix). The C-matrix is received by PERMU, which yields as
output all possible structures by generating all permutations of nonzero elements in the matrix. CHECK receives the primary sequence, the
S-Table, and the structures as input and evaluates each structure base-by-base for total free energy and several other parameters. The
structure with the lowest free energy is predicted as the most stable.

free energy when only secondary interactions are considered.
Fig. 1 is a generalized diagram showing the flow of input and
output through the three programs, which are arbitrarily
assigned the names START, PERMU, and CHECK.
START: The initial program, START, reads the nucleotide

sequence and sets up a complete bonding matrix for the
sequence, using the following rules: (1) If base i is able to

form a classical Watson-Crick hydrogen-bonding pair with
base j, then the matrix element B, j = 1. A classical bonding
pair corresponds to a G* C or A-U base pair. (2) If base i
forms a G *U pair with base j, then B j = 2. The nonclassical
G. U base pair is allowed in the special cases discussed below.
(3) If base i and base j do not form one of the types of pairs
discussed above, B i = 0.

Next the program searches for possible stable regions of
hydrogen bonding (helical regions) which might occur in a

structure. A stable helical region is defined as three or more

consecutive base pairs ordered such that the strands are anti-
parallel. On the bonding matrix this corresponds to finding a

set, {Bij, Bi+±, j-) ... Bi+m, j-m} where all elements are

nonzero. The additional restriction is added that G U base
pairs (B j = 2) cannot occur at either end of a region.
The helical regions thus created are yielded as output by

START in the form of an S-Table. Here the bonded bases in
each region are stated explicitly by number; the base of the
5'-terminus is assigned the number one and each ensuing base
is numbered sequentially (Fig. 2). At the time of creation of
the S-Table, several previously accepted regions are eliminated
as energetically or sterically unfavorable and some new regions
are allowed. No region, for example, may close a hairpin
(loop where the chain doubles back on itself) of less than
three bases. If such occurs, the last pair is opened to form a

three- or four-base hairpin and the region will contain one

less bonded pair. If after such an operation, less than three
base pairs remain in a region, the region is eliminated from
the S-Table. In cases where a G- U base pair occurs second
from the end of a region of five or more base pairs, a new

region is created by opening these last two pairs.
After the program has compiled this list of all possible

helical regions derivable from the given primary sequence it
sets up a compatibility matrix (C-matrix) to indicate which
regions can occur together in a given structure. The elements
defining the diagonal of this matrix are set equal to one and
the matrix is symmetric about this diagonal. If regions Ri and
Rj are found to be compatible (i.e., they can exist together
in a given structure) then the matrix element Ci j = 1. If
they are not compatible Ci j = 0. Two criteria are used to

test compatibility. First, compatible regions cannot contain
any of the same bases. This is defined mathematically
as follows: let Ri be a set whose elements are the bases
(indexed by numbers as explained above) contained in region
i. Let Rj be a set whose elements are the bases contained
in region j. Then the matrix element Ci, j = 1 if and only
if Ri f R, = 0. In all other cases C j = 0. The exception
is those elements on the diagonal that are defined as being
equal to one. The second test for compatibility means phys-
ically that all bases in a hairpin are restricted to bond only
with other bases within that same hairpin. To express this
let Hi be a set whose elements are the bases in the hairpin
closed by region i. Then let Ai be a set whose elements are
the bases in region j. Finally, let Q be a set whose elements are
all bases not included in Hi, Ai, or i. The matrix element
C j,= 1 if and only if Ai f Hi = 0 or A n .Q = 0. In all
other cases Cij = 0, again with the exception of the diagonal.
The reasons for.this restriction will be discussed below.
PERM11U: The compatibility matrix created by START

serves as the input for the second computer program in the
system, which is called PERMU. The function of PERMU
is to create all possible structures obtainable from the given
polynucleotide sequence. It accomplishes this by generating
all possible permutations of the nonzero (compatible) elements
in the C-matrix. Here, a structure is defined as a set of three
or more compatible helical regions. The output generated
comprises a list of all secondary structures that are possible
within our set of restrictions. By indexing against both the
S-Table generated from START and the primary sequence of
nucleotides a base-by-base bonding scheme can be obtained
for each of the generated structures.
CHECK: The third program in the system, termed

CHECK, evaluates each of the generated structures one at
a time, base by base, assigning a total free energy to each one.

The structures are then ordered by their free energies, and the
best (most negative) free energy structure is printed out
explicitly along with all other structures that occur within 5
kcal/mole (21 kJ/mole) of it. The best free energy structure
for tRNA1Ala is shown in Fig. 2. CHECK also compiles several
other parameters which we shall not discuss here.

Free Energy Assignments. Favorable free energy contribu-
tions are assumed to be made by stacking interactions within
regions of hydrogen-bonded base pairs. The specific values
assigned are empirical and were obtained by Gralla and
Crothers in 1973 (12). However, we have excluded the con-

tributions from terminal G - U base pairs.
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Bases 77
GGGCGUGUOGCGCGUAGOCGGOAGCGCOCUCCCUUGGCOUGGGAGAGUCUCCGGUUCGAUUCCGGACUCGUCCACCA

Regions Bases
I 1 2 3 31 30 29
2 1 2 3 33 32 31
3 1 2 3 51 SO 49
4 1 2 3 4 57 S6 5S S4
5 1 2 3 69 68 67
6 1 2 3 4 5 73 72 71
7 2 3 4 49 48 47
8 3 4 5 13 12 11
9 3 4 5 27 26 25
10 4 5 6 7 14 13 12 11
11 S 6 7 27 26 25
12 5 6 7 75 74 73
13 10 11 12 13 27 26 25 24
14 12 13 14 27 26 25
15 19 20 21 53 52 51
16 19 20 21 64 63 62
17 23 24 25 56 55 54
18 29 30 31 43 42 41
19 29 30 31 32 33 45 44 43
20 29 30 31 47 46 45
21 30 31 32 66 65 64
22 34 35 36 59 58 57

6 13 19 40
BASE PAIR. 1 BONDS 73 GC
BASE PAIR. 2 BONDS 72 GC .E
BASE PAIR. 3 BONDS 71 GU .E
BASE PAIR. 4 BONDS 70 CG .E
BASE PAIR. S BONDS 69 GC .E
BASE PAIR. 10 BONDS 27 GC
BASE PAIR. 11 BONDS 26 CG .E
BASE PAIR. 12 BONDS 25 GC .E
BASE PAIR. 13 BONDS 24 CG .E
HAIRPIN. BASES 14 to 23 E
BASE PAIR. 29 BONDS 45 CG
BASE PAIR. 30 BONDS 44 UA .E
BASE PAIR. 31 BONDS 43 CG .E
BASE PAIR. 32 BONDS 42 CG .E
BASE PAIR. 33 BONDS 41 CG .E
HAIRPIN. BASES 34 to 40 Ej
BASE PAIR. 50 BONDS 66 UA
BASE PAIR. 51 BONDS 65 CG .8E
BASE PAIR. 52 BONDS 64 CG EI
BASE PAIR. 53 BONDS 63 GC E.
BASE PAIR. 54 BONDS 62 GC .-a
HAIRPIN. BASES 55 to 61 E}
^**** TOTAL ENERGY IS -32.01

70 69

42 41

23 35 36 37 74 73 72
24 35 36 37 77 76 7S
2S 36 37 38 49 48 47
26 36 37 38 72 71 70
27 40 41 42 74 73 72
28 40 41 42 77 76 75
29 41 42 43 44 51 50 49 48
30 41 42 43 44 63 62 61 60
31 41 42 43 69 68 67
32 42 43 44 45 52 5150 49
33 42 43 44 57 56 SS

34 42 43 44 63 62 61
35 42 43 44 73 72 71
36 43 44 45 69 68 67
37 45 46 47 48 49 57 56 55 54 53
38 4S 46 47 48 49 62 61 60 S9 S8
39 4S 46 47 48 49 69 68 67 66 6S
40 S0S 1S 2 S3 S4 66 6S 64 63 62
41 S3 S4 SS 76 7S 74
42 S4 SSS 6 S7 S8 67 66 6S 64 63
43 57 58 59 70 69 68
44 64 6S 66 73 72 71

ENERGY - -3.700
ENERGY - -1.300
ENERGY * -1.300
ENERGY - -3.700

ENERGY - -3.700
ENERGY - -3.700
ENERGY * -3.700
ENERGY - +4.89

ENERGY - -2.100
ENERGY - -2.100
'NERGY - -3.700
ENERGY X -3.700
NERGY - +4.50

.NERGY - -2.100

.NERGY - -3.700
4NERGY - .3.700
WERGY - -3.700
MERGY - +4.S0

TOTAL IS
TOTAL IS
TOTAL IS
TOTAL IS

TOTAL IS
TOTAL IS
TOTAL IS
TOTAL IS

TOTAL IS
TOTAL IS
TOTAL IS
TOTAL IS
TOTAL IS

TOTAL IS
TOTAL IS
TOTAL IS
TOTAL IS
TOTAL IS

- 3. 70
-5.00
-6. 30

-10.00

-13. 70
-17.40
-21.10
-16.21 GUAGOCGGOA

-18.31
-20.41
-24.11
-27.81
-23.31 UUGGCOU

-2S.41
-29.11
-32.81
-36.S1
-32.01 UUCGAUU

FIG. 2. Typical output sheet from the system. The number of bases and the primary sequence are yielded as output followed by the
S-Table. This is followed by the base-by-base bonding pattern and free energy evaluations (keal/mole) for the best free-energy structure.
Bonding patterns for all possible structures derivable from a given sequence may be printed out in this manner if so desired.

Unfavorable free energy contributions are assigned to
loops, as originally proposed by Tinoco et al. in 1971 (10).
The specific assignments are taken from the model oligo-
nucleotide studies of Gralla and Crothers (12), Uhlenbeck
et al. (21), Gralla and Crothers (22), and Delisi and Crothers
(9). All loops are assigned free energies as a function of size
(i.e., the number of unbonded bases). The free energies as-
signed to hairpins and internal loops also depend on the base-
pair closing the loop. In cases where no experimental data are
available, free energies are assigned by extrapolation of the
last experimental points. Fig. 3 shows the extrapolations used.

In this manner each structure is examined and assigned a
free energy. The structure with the lowest free energy is pre-
dicted to be the correct secondary structure for the given
sequence. It should be noted that while the absolute value
assigned the free energy may not be accurate, the relative
order of the structures according to their free energies should
be approximately correct. In order to refine this estimate, one
needs a knowledge of all nearest-neighbor stacking interac-
tions, as well as a means of dealing with the variation in loop
free energies as a function of loop composition. In addition,
single-strand stacking as an end effect to a base-pairing region
also needs close scrutiny.

RESULTS
We have examined the sequences of 62 tRNAs by this method.
By comparing the best free energy structure obtained with
the proposed structure published in the literature we have
been able to separate the tRNAs into three classes. Class I
comprises 32 sequences for which the lowest free energy
structure by our prediction corresponds in secondary structure
to the proposed cloverleaf in the literature. Class II is com-
posed of 13 tRNAs for which a cloverleaf lacking a single stem
(region of bonded base-pairs) is obtained as the best free

energy structure. These have been called close-variants of the
cloverleaf by Cole et al. (13). Class III contains the remaining
17 sequences whose predicted structure does not correspond
to a cloverleaf. In all cases but one the proposed cloverleaf
structure was found to be within 5 kcal/mole of the predicted
structure. In 32 cases the cloverleaf was unambiguously the
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FIG. 3. Free energies for formation of hairpins (H), bulges (B),
and internal loops (I) as a function of size. Letters in parentheses
label type of base pair closing the loop: G for G *C and A for A U.
[The curve for internal loops closed by A Us is not shown, but is
of the same form as I(G), but with higher energies.] Experimental
values for bulges are from DeLisi and Crothers (9); for internal
loops from Gralla and Crothers (22); for hairpins closed by A-U
from Uhlenbeck et al. (21); and for hairpins closed by G - C from
Gralla and Crothers (12). Extrapolations are performed using the
theory of Jacobson and Stockmayer (23) and normalizing so that
the curve intersects with the last experimental point. That is, the
equilibrium constant for closing the loop of m bases is proportional
to (mn + 1 )
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FREE ENERGY

FIG. 4. Histogram showing the free energy distributions for three tRNA sequences. (a) tRNAA1. (Class I), (b) tRNATrP (Class II),
and (c) tRNALeu coded by T4 bacteriophage (Class III). The stick diagram in the upper corner of the graph shows the general form of the
best free-energy structure for the given sequence. The arrow indicates where on the histogram the cloverleaf as proposed in the literature
occurs. It should be pointed out that while the shapes of these graphs are fairly typical, the free energies of the favorable structures (rang-
ing from -19 to -41 kcal/mole) and the total number of structures acceptable (ranging from 200 to 13,000) are highly sequence-depen-
dent.

best free-energy form. In 13 cases a close variant of the clover-
leaf was preferred. Out of these sequences eight had open
dihydrouridine stems, two had open T1C stems, two had open
extra stems, and one had an open anticodon stem. In these
cases positive free energy contributed by the hairpin out-
weighed the stacking interactions of the region and the base-
pairs opened. In 10 of these Class II sequences the cloverleaf
was the second best free-energy structure. It has been reported
that for at. least one tRNA the dihydrouridine stem melts out
with tertiary interactions and that the two events are in-
separable (14). It is thus possible that tertiary structure serves
to stabilize those helical regions we predict will open in Class
II sequences. In most of the sequences, a favorable tertiary
interaction of small magnitude neglected in our treatment
would be sufficient to make the cloverleaf the best free-energy
structure.

Class III sequences fall into two general categories. Those
which predict a structure other than the cloverleaf because of
a faulty assumption made in the system (Class lila), and
those for which the cloverleaf is apparently not the best free
energy structure (Class IHIb). Five sequences fall into the
former classification and 12 in the latter. The reason for the
failure in these cases will be discussed below. All Class III
sequences produce some form of extended structure rather
than the cloverleaf as having the best free energy. In all cases
the cloverleaf or some close variant occurs within 5 kcal/mole
of the predicted structure. Extended forms occur at the favor-
able end of the free energy distribution for nearly all sequences.
The significance of these forms will be discussed in detail in a
later communication (in preparation).
An examination of the cloverleaf structure for any of the

five cases where the method has failed instantly yields the
reason for the failure. The acceptor stem of these molecules
contains two proposed regions of hydrogen-bonding separated
by a two-base internal loop. Our method finds one of the
helical regions but the second is discarded because it contains
only two base pairs. If the two-base pair region is included it
will contribute a favorable free energy to the structure. This
free energy is enough to make the cloverleaf the best free-
energy form. It should be pointed out that extended forms
are still close competitors (within 1 kcal/mole) in these cases.

Since the computer programs generate all possible structures
from a given sequence and assign a free energy to each struc-
ture, it is possible to plot a free energy distribution for the
structures created from each tRNA. Fig. 4 shows the free
energy distribution obtained for three different tRNAs. The
free energy distributions obtained for all tRNAs examined are
highly sequence-dependent. The shape of the distributions,
number of acceptable structures, and free energy of the pre-
dicted structure vary greatly from one tRNA to another.

DISCUSSION

The cloverleaf is the generally accepted model for describing
the secondary interactions of tRNA. Evidence for the bio-
logical importance of this structure comes from a variety of
sources, none of which are totally convincing. First, all known
tRNA primary sequences can be arranged in the form of a
cloverleaf structure by using classical Watson-Crick base
pairing rules with the occasional inclusion of G U pairs. The
cloverleaf model is consistent with a large body of spectral
data, including circular dichroism-optical rotatory dispersion
and nuclear magnetic resonance studies (15, 16). For at least
one case, in which a specific tRNA was isolated and crystal-
lized, yeast phenylalanine tRNA has been shown to be in the
form of a cloverleaf by x-ray diffraction (17, 18). Of course,
all of these data have been accumulated on the relatively few
species of tRNAs that have been purified. The generality of
the results obtained has been assumed.

Using some empirical assumptions and thermodynamic
data, our method predicts that the cloverleaf will be the form
of lowest free energy in at least 50 of 62 tRNA sequences
examined. In all cases the cloverleaf, or some close variant,
is at the favorable end of the free energy distribution. It must
be realized that we are considering only secondary interactions
here. There are strong indications that tertiary interactions
stabilize certain secondary structures more than others. This
may be the case in the 12 sequences for which an extended
form is predicted to be more stable than the cloverleaf. In all
of these cases the cloverleaf is within 5 keal/mole of the pre-
dicted structure. The fact that tertiary structure will stabilize
certain secondary interactions has been established for at least
one species of tRNA (14).

Proc. Nat. Acad. Sci. USA 72 (1975)
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On the basis of these results, we would assert that the
cloverleaf is certainly an important structure for tRNA
sequences and, in fact, in most cases is the best free-energy
form of the macromolecule. Various types of extended struc-
tures are also important for certain sequences.

One of the major advantages the method presented here has
over other techniques for predicting RNA structure is the fact
that all possible structures are produced and evaluated under
a set of restrictions. From the free energy distribution created
for each sequence, it is possible to ascertain exactly how
favorable the predicted structure is and exactly what its close
competitors are. Thus, the results obtained from our method
can be easily compared with experimental data. The manner

in which the programs are set up also allows each of the
assumptions built into the system to be analyzed in detail.
Thus, it is easy to vary the value of certain free energy assign-
ments, or lift certain steric requirements and observe the
effect on the outcome. This allows the investigator great
flexibility and critical discrimination in examining some of
the more tenuous assumptions. It should be pointed out here
that the cost of utilizing this system is low both in terms of
computing time and core memory. All 62 tRNA sequences

were evaluated in about 3000 seconds (octal) on the CDC6500
computer.

In order to reduce the number of possible structures for a

given sequence, we have made several simplifying assump-

tions. Most of these are introduced in the initial program,

START. Two of these will be discussed here, since they both
grossly affect our results. The first major assumption is that
we only consider helical regions consisting of three or more

consecutive base pairs. While in certain cases shorter regions
are favorable, we felt that their contribution to the total free
energy of a given structure would be negligible. However, for
at least five tRNAs the favorable free energy from a region
of two Go C base pairs is the difference between predicting
the cloverleaf or an extended form as the most probable
structure.
A second major assumption made is that no bases occurring

within a hairpin may bond with bases outside that region (see
discussion of C-matrix). Such bonding has been proposed for
the 5S RNA from Escherichia coli and the denatured form of
tRNA3LLu from yeast (19, 20). While it would be easy to
allow this type of bonding at the stage of the C-matrix
(START), it would be difficult to evaluate the resulting sta-
bilizing and destabilizing free energy contributions.

This study was undertaken to develop a general method
for the prediction of the secondary interactions in RNA.
While the technique was applied here only to tRNA sequences,

the method is general and can be used to predict the secondary
structure of any class of RNA.

Note Added in Preparation. M. Levine and I. Tinoco have de-
veloped a similar method for predicting RNA secondary structure
(24).
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