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Abstract

Near-infrared diffuse correlation spectroscopy (DCS) has recently been employed for noninvasive 

acquisition of blood flow information in deep tissues. Based on the established correlation 

diffusion equation, the light intensity autocorrelation function detected by DCS is determined by a 

blood flow index αDB, tissue absorption coefficient μa, reduced scattering coefficient μs’, and a 

coherence factor β. The present study is designed to investigate the possibility of extracting 

multiple parameters such as μa, μs’, β, and αDB through fitting one single autocorrelation function 

curve and evaluate the performance of different fitting methods. For this purpose, computer 

simulations, tissue-like phantom experiments and in-vivo tissue measurements were utilized. The 

results suggest that it is impractical to simultaneously fit αDB and μa or αDB and μs’ from one 

single autocorrelation function curve due to the large crosstalk between these paired parameters. 

However, simultaneously fitting β and αDB is feasible and generates more accurate estimation 

with smaller standard deviation compared to the conventional two-step fitting method (i.e., first 

calculating β and then fitting αDB). The outcomes from this study provide a crucial guidance for 

DCS data analysis.
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I. INTRODUCTION

NEAR-INFRARED (NIR) light has recently been employed for noninvasive acquisition of blood 

flow information in deep tissues (up to several centimeters), which is referred to as NIR 

diffuse correlation spectroscopy (DCS) [1, 2] or diffusing-wave spectroscopy (DWS) [3-5]. 

Blood flow variations measured by DCS have been validated in various organs and tissues 

against other standards, including Doppler ultrasound [6], power Doppler ultrasound [7], 

laser Doppler [8], Xenon-CT [9], fluorescent microsphere flow measurement [10], and 

perfusion MRI [11]. DCS delivers continuous-wave (CW) coherent NIR light into tissue 
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wherein photons encounter absorption and, more commonly, scattering events. The 

probabilities of these events are described by tissue optical properties: absorption coefficient 

μa and reduced scattering coefficient μs’. Scattered light is detected by a photodetector 

placed on the tissue surface at a certain distance (e.g., several centimeters) from a light 

source. Most photons detected experience multiple scattering events and each scattering 

event is associated with a random scattering phase shift. The superposition of multiple light 

fields with different phases creates a speckle pattern of interference.

The motions of moving scatterers, primarily red blood cells in biological tissues, cause 

fluctuations in light intensity, leading to changes in speckle pattern. These fluctuations/

changes carry information about the dynamic properties of moving red blood cells. Time 

dependent light intensity fluctuations can be measured by the photodetector on the tissue 

surface and quantified by temporal autocorrelation functions. The electric field 

autocorrelation function is related to the measured light intensity autocorrelation function 

through the Siegert relation [12]. It has been found that the electric field autocorrelation 

function is governed by a correlation diffusion equation [1, 2], and blood flow index (BFI) 

in biological tissues can be calculated by fitting the measured autocorrelation function curve 

with the solution of correlation diffusion equation.

Based on the correlation diffusion equation and Siegert relation, however, the measured 

light intensity autocorrelation function is determined by not only blood flow, but also tissue 

optical properties (i.e., μa and μs’) and a coherence factor β. β relies mainly on light source 

and detection optics. It is thus desirable to extract as much information as possible (i.e., 

multiple parameters) from one single autocorrelation function. Some previous studies have 

chosen to use the values of μa and μs’ from literature respective to the measured tissue type 

(e.g., brain or muscle) for the calculation of DCS blood flow [13, 14]. These assumptions 

are susceptible to deviations in tissue optical properties [15]. A few of recent studies have 

employed hybrid instruments (NIR spectroscopy combining DCS) allowing for concurrent 

measurements of both μa and μs’ to extract accurate BFI [6, 16-18]. In addition, most 

previous studies estimated β based on the Siegert relation using the measured autocorrelation 

function data at the earliest correlation delay time, and then fitted BFI (i.e., two-step fitting 

method) [7, 19-22]. Although a few recent studies claimed fitting β and BFI simultaneously 

[18, 23, 24], none of them have compared the performance of the two methods (i.e., 

simultaneous fitting versus two-step fitting).

The present study is designed to investigate the possibility of simultaneously extracting 

multiple parameters such as μa, μs’, β, and BFI through fitting one single autocorrelation 

function curve and evaluate the performance of different fitting methods. For this purpose, 

computer simulations, tissue-like phantom experiments, and in-vivo tissue measurements 

were utilized. It is expected that the outcomes from this study will ultimately improve DCS 

data analysis.
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II. METHODS

A. Diffuse Correlation Spectroscopy (DCS) for Flow Measurements

The flow index is quantified by a DCS flowmeter built in our laboratory. Details about DCS 

for flow measurements can be found elsewhere [8, 21, 22, 25, 26]. Briefly, long-coherence 

(> 5 meters) NIR CW light emitted from a laser diode (785 nm, ~100 mw, Crystalaser Inc., 

NV) enters the tissue via a 200 μm diameter multimode source fiber (Thorlabs, Inc., NJ). 

The transported/scattered light through tissue is collected by a ~5 μm diameter single-mode 

detector fiber (SM 600, Fibercore Inc., CA) connected to a single-photon-counting 

avalanche photodiode (APD, PerkinElmer Inc., Canada). The transistor-transistor logic 

(TTL) pulses are output from the APD and associated with the number of photons detected 

from a small area covering a single speckle on tissue surface. These signals are fed into a 

correlator board (correlator.com, NJ) for computing the light intensity [i.e., photon count 

rate with a unit of kilo counts per second (kcps)] and intensity temporal autocorrelation 

function [1, 2]:

(1)

Here  is the detected light intensity at position  and time t, ⟨…⟩ denotes a time 

average, and τ is the autocorrelation delay time. The sampling rate for the DCS flowmeter is 

1 Hz.

In highly scattering media, such as biological tissues, the electric field temporal 

autocorrelation function  satisfies the correlation 

diffusion equation [1, 2]:

(2)

Here, v is the speed of light in the medium, k0 is the wavenumber of light in the medium, 

 is the source light distribution, α is defined as the ratio of moving scatterers to total 

scatterers, μa is medium absorption coefficient, μs’ is reduced scattering coefficient, D = v/3 

(μa + μs’) is the photon diffusion coefficient, and <Δr2(τ)> is the mean-square displacement 

of moving scatterers in time τ. Intuitively, the random flow model might be considered the 

best model with which to fit DCS data. In practice, however, it has been observed that the 

diffusion model fits the autocorrelation curves rather well over a broad range of tissue types 

[6, 7, 10, 13, 15, 16, 19-21, 27-33]. For the case of diffusive motion, <Δr2(τ)> = 6DBτ, 

where DB is the effective Brownian diffusion coefficient of scatterers. The combined term, 

αDB, is referred to as blood flow index (BFI) in biological tissues and is commonly used to 

calculate the relative change of blood flow (rBF), compared to baseline BFI before 

physiological changes. The unit of BFI (αDB) is cm2/s. Although this unit is different from 

the classical blood flow unit in biological tissues (ml/min/100ml), percentage changes in 
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αDB have been found to correlate well with the blood flow changes measured by many other 

established modalities [8-11, 34].

The homogeneous CW solution to Eq. (2) for a semi-infinite geometry is [35]

(3)

Here ρ is the source-detector separation, S0 is source intensity, 

, , 

, , , Reff = −1.440n−2 + 0.710n−1 + 0.668 + 

0.0636n and n ≈ 1.34. The Reff is the internal reflection coefficient which accounts for the 

refractive index mismatch between the medium and air, and n is the ratio of reflective 

indices between them.

The normalized electric field autocorrelation function  is related to the 

measured intensity autocorrelation function  through the Siegert relation [12]:

(4)

Here β is a coherence factor and inversely proportional to the number of speckles detected. 

Although complete understanding of all factors that affect β needs further investigation, it is 

thought to mainly depend on light source and detection optics. The light source may be 

influenced by light coherence, laser stability and stray light while the detection optics may 

be affected by the detector stability and fiber-tissue coupling coefficient. Some of these 

factors (if not all) may change during the time course of measurements, leading to a 

variation in β. When a single-mode fiber is used for DCS flow detection, the maximum β 

value should be ~0.5 considering the two orthogonal polarization modes collected from the 

fiber [36]. When a polarizer is placed on the detector fiber, a β value of ~1 can be achieved. 

However, β will decrease when few-mode fibers (instead of the single-mode fiber) are used 

[37].

B. Noise Model for Simulation of Autocorrelation Functions

In order to simulate autocorrelation functions measured in real media, a proper estimate of 

measurement noises is needed. Previously, a noise model with single scattering limit in 

fluorescence correlation spectroscopy [38] has been adopted for use in diffuse correlation 

experiments wherein photons experience multiple scattering events [28, 37]. The phantom 

experiments demonstrated that the noise model provided a good estimate of DCS 

measurement noises in homogeneous media with infinite geometry. Briefly, the measured 

correlation function [g2(τ) − 1] was assumed to decay approximately exponentially, i.e., 

g2(τ)−1 = β exp(−Γτ. The experimental configuration was characterized by the correlator bin 

time interval T, bin index m corresponding to the delay time τ, average number of photons 
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<n> within T [i.e., <n> = I·T, where I was the detected photon intensity], total averaging 

time t, and coherence factor β. The noise [standard deviation σ(τ)] of the measured 

correlation function [g2(τ) − 1] at each delay time τ was estimated to be [28, 38]:

(5)

Accordingly, the signal-noise-ratio (SNR) of DCS measurements at delay time τ was 

, and 1/SNR(τ) can be used to estimate the noise level of DCS 

measurements.

For the case of diffuse reflectance measurement on medium surface, a semi-infinite 

geometry should be considered instead and Eq. (3) should be used to calculate [g2(τ) − 1] 

rather than the assumption of exponential decay function as used in Reference [28]. 

However, mathematically it is difficult to derive a noise model based on the complex Eq. 

(3). In the present study, we designed phantom experiments to test the accuracy of this noise 

model [Eq. (5)] for use in homogeneous media with semi-infinite geometry. Tissue-like 

liquid phantoms were created with Intralipid for control of scattering (μs’) and particle 

Brownian motion (αDB), India ink for control of absorption (μa), and distilled water [15]. 

Although temperature can affect Brownian motions (αDB) of Intralipid particles, the room 

temperature was controlled constant (~23 °C) in order to obtain stable αDB (flow). Tissue-

like liquid phantoms have been commonly used for the calibration of DCS techniques [1, 15, 

27]. The phantom was contained in a glass aquarium. A fiber-optic probe with a pair of 

source and detector fibers at a distance of 2.5 cm was secured in contact with the surface of 

the liquid phantom solution using a custom-designed holder. We set constant μs’ = 8 cm−1 

and vary μa (0.075, 0.100, 0.150 cm−1) by adding ink to test the noise-model under different 

levels of noise. Higher μa was associated with lower number of photons detected (I), thus 

leading to higher level of noise [σ(τ)].

After the noise model was verified for semi-infinite geometry, it was used to generate the 

normalized intensity autocorrelation curve g2 with noise. An autocorrelation curve (g2) was 

firstly generated using Eq. (3) and Eq. (4). The standard deviation σ(τ) of [g2(τ) − 1] was 

then calculated using Eq. (5), wherein the β and Γ were obtained concurrently by fitting the 

g2 curve with the exponential approximation (the concurrent fitting method can be found in 

Section II-D), i.e., g2(τ)−1 = β exp(−Γτ). Following a Gaussian distribution with zero mean 

and standard deviation σ(τ), noises that varied at different delay time τ were generated. The 

simulated noises were then applied on g2(τ) to create an intensity autocorrelation curve with 

noise. As indicated in Eq. (5), the SNR and noise level (1/SNR) of simulated autocorrelation 

functions were adjusted by changing the light intensity or photon count rate (I = <n>/T).

C. Extraction of Multiple Parameters through Fitting One Single Autocorrelation Curve

Multiple parameters examined (i.e., αDB, μa, μs’ and β) were extracted by fitting the 

measured autocorrelation function curve to the analytical solution of correlation diffusion 
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equation [Eq. (3)]. The goal was to minimize the sum of squared differences (SSD) between 

the measured and calculated autocorrelation functions. The minimization of the objective 

function SSD = ∑[g2,m(τ) - g2,c(τ)]2 was done by using Nelder-Mead simplex algorithm 

(fminsearch function) in Matlab (Mathwork, Inc., MA), where g2,m(τ) was the measured 

intensity autocorrelation function and g2,c(τ) was the analytical model of autocorrelation in 

the semi-infinite reflection geometry [Eq. (3)]. Initial guesses for these parameters were 

assigned randomly using the “rand” function in Matlab. The random variation ranges of 

these parameters were determined based on the dynamic ranges in DCS phantom 

experiments and in-vivo measurements: μa = 0.05 to 0.4 cm−1, μs’ = 2 to 15 cm−1, αDB = 0.4 

to 2 × 10−8 cm2/s, and β = 0.1 to 0.9. We set the termination tolerance for the fitted variables 

(TolX) at 10−11, which is ~1000 times smaller than the value of αDB (0.4 to 2 × 10−8 

cm2/s). This termination criterion is strict enough to obtain precise results for all four 

parameters.

In order to determine the possibility of fitting μa, μs’ or β along with αDB from one single 

autocorrelation curve, we examined the SSD change patterns by varying three pairs of the 

four parameters (i.e., μa and αDB, μs’ and αDB, β and αDB), respectively. For this purpose, a 

reference light intensity autocorrelation curve without noise, g20, was initially generated 

using Eq. (3) and Eq. (4) with the given parameters: μa = 0.12 cm−1, μs’ = 8 cm−1, αDB = 

10−8 cm2/s, and β = 0.45. The paired parameters were then varied to generate multiple 

testing autocorrelation curves. The variation ranges of these parameters were the same as 

those indicated above. The SSDs between the testing autocorrelation curves and the 

reference autocorrelation curve g20 were calculated and presented in contour plots as 

functions of these paired parameters, respectively. Different SSD patterns (e.g., convergence 

or divergence) implied the possibility of extracting multiple parameters from one single 

autocorrelation curve.

The possibility of extracting multiple parameters was further examined by fitting the paired 

parameters simultaneously from the reference autocorrelation curve g20 with two different 

levels of noise (I = 100 and 50 kcps). For each noise level, 1000 simulated curves were 

generated and fitted to extract the paired parameters simultaneously. The discrepancies 

between the fitted and given values of the paired parameters are expressed as “percentage 

errors”.

D. Comparison of Two Methods for Extracting β and αDB

In most previous studies, extracting αDB began with using Eq. (4) to determine β. Using 

DCS measured g2 data at earliest τ and letting g1 ≈ 1 [i.e., ] led to β = 

g2(ρ,τ ≈ 0)−1. Using g2(ρ,τ), β and Eq. (4), g1(ρ,τ) was calculated for all τ. Equation (3) 

was then used with the unknown parameter αDB to fit the g1(ρ,τ) derived from DCS 

measurements. In addition, one could also average more g2 datasets (i.e., several data points 

instead of one single data point) at early τ to reduce the noise influence for determining β.

During the study of extracting multiple parameters from one single autocorrelation curve 

(see Section II-C), we found it possible to simultaneously fit both β and αDB (see Sections 

III-A and III-C). To compare the performance between the two methods (i.e., two-step 
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fitting versus simultaneously fitting) for extracting β and αDB, computer simulations, 

phantom experiments and in-vivo tissue measurements were utilized. For simulations, the 

reference autocorrelation curves g20 with noise were generated based on the procedures 

described in Section II-B, and the levels of noise were changed by varying photon count rate 

from 20 to 500 kcps. At each noise level, 1000 curves were created and fitted by the two 

methods to examine if they were able to extract the expected values of β and αDB from the 

simulated curves.

The simulation results were further verified with the data collected from the phantom 

experiments (see Section II-B) and in-vivo tissue measurements in forearm flexor muscle. A 

single-mode detector fiber was placed at a distance of 2.5 cm from the source fiber for the 

phantom or tissue measurement. The source and detector fibers were confined in their 

positions by a foam pad to form a fiber-optic probe which was placed on the surface of the 

measured phantom or tissue. The in-vivo measurement was taken from one healthy volunteer 

who signed the informed consent approved by the University of Kentucky Institutional 

Review Board. Before the experiment, absolute values of tissue optical properties (μa and 

μs’) in forearm flexor muscle were measured by a frequency-domain NIR tissue-oximeter 

(Imagent, ISS Inc., IL). The measured μa and μs’ were used as input parameters in 

calculation of β and αDB with the two methods. To reduce the influence of physiological 

variations, the baseline drift of the in-vivo tissue measurement was removed using a first 

order high-pass Butterworth filter with a cutoff frequency of 0.05 Hz. For statistical 

analyses, significances of the difference between the two methods were tested using a paired 

t-test. The criterion for significance is p < 0.05.

III. RESULTS

A. The Noise Model can be Used in Homogeneous Media with Semi-infinite Geometry

Figure 1 shows the results from phantom experiments to verify the feasibility of applying 

the noise model in homogeneous media with semi-infinite geometry. During the three 

titrations of varying μa (0.075, 0.100, 0.150 cm−1) while keeping μs’ constant (8 cm−1), 

photon counting rates changed correspondingly (66, 41, 20 kcps). 267, 237 and 235 

autocorrelation curves were collected sequentially at the three titration steps. The noise 

[σ(τ)] (Fig. 1a) and SNR (Fig. 1b) of the autocorrelation function at each τ were calculated 

and plotted (see the dots in Fig. 1). The solid curves represent the calculated noises or SNRs 

using Eq. (5) with the parameters obtained from the phantom experiments; β and Γ were 

obtained simultaneously by fitting the experimental data with the exponentially decaying 

function (see Sections II-C and II-D); the averaging time to obtain one correlation function 

curve was kept constant (t = 1 s) for all measurements; the photon count rates were recorded 

by the correlator board; the bin time interval T was 121 ns for the first 32 channels and 

doubled every 16 channels thereafter. As shown in Fig. 1, the measurement noise decreased 

as the delay time τ or light intensity increased, whereas the SNR increased as the light 

intensity increased and changed with the variation of delay time τ. These results are 

consistent with the predictions from Eq. (5) and suggest that the noise model provides a 

good estimate for DCS noises measured in homogeneous media with semi-infinite 

geometry.
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We then used this noise model to generate autocorrelation curves (g2) with three different 

levels of noise (I = 20, 41, 66 kcps) observed in phantom tests. Figure 2 (a, b, c) shows the 

results comparing the simulated and measured (from phantoms) g2 curves with the same 

levels of noise. Again, the results demonstrate that the noise model works well in 

homogeneous media with semi-infinite geometry.

B. SSD Patterns Imply the Possibility of Extracting Multiple Parameters from One Single 
Autocorrelation Curve

As indicated in Section II-C, a reference g2 curve without noise was generated with the 

given parameters: μa = 0.12 cm−1, μs’ = 8 cm−1, αDB = 10−8 cm2/s, β = 0.45. The SSDs 

between the reference curve g20 and the testing curves generated by varying the values of 

paired parameters were calculated and presented in Fig. 3. The SSD values were marked on 

the curves.

Different patterns of SSD were observed for different pairs of parameters. The curves for the 

pairs of μs’/αDB (Fig. 3a) and μa/αDB (Fig. 3b) were divergent although the proportional 

relationships between the two paired parameters were opposite. Large crosstalk existed 

between αDB and μa or αDB and μs’, even if when the SSDs were close to zero (see the 

dashed curves in Fig. 3a and Fig. 3b). Due to the fact that the SSD was a highly nonlinear 

function of μa, μs’, β and αDB, the points on the dashed lines did not have exactly the same 

SSD value with one another, but the differences among these values were extremely small. 

Although the cross (+) point (with the true reference values) was the absolute minimum, 

there were numerous local minima along the dashed line. This made it difficult to obtain the 

absolute minimum at the cross point because the searching algorithm could get stuck easily 

in a local minimum. Conversely, the curves for the pairs of β and αDB (Fig. 3c) were 

convergent. The minimum value of SSD was reached at the true reference values of β and 

αDB (the cross point). In total, these results suggest that it is possible to fit β and αDB 

simultaneously and precisely.

C. Simultaneously Fitting μa, μs’ or β along with αDB from One Single Autocorrelation 
Curve

The results we got from Section III-B were further confirmed by simultaneously fitting the 

simulated autocorrelation g20 curves with different levels of noise. Figure 4 shows the fitting 

results for extracting the three pairs of parameters simultaneously. The upper (Fig. 4a and 

Fig. 4b) and lower (Fig. 4c and Fig. 4d) panels represent the simulation results with two 

different levels of noise (I = 100 and 50 kcps). As expected, simultaneously fitting μa and 

αDB may result in estimation errors; underestimating/overestimating μa of −60%/+200% led 

to flow index errors up to −100%/+50%. Simultaneously fitting μs’ and αDB may generate 

even larger errors than simultaneously fitting μa and αDB; underestimating/overestimating 

μs’ from −40%/+200% led to flow index errors up to +120%/−80%. These errors were 

mainly due to the crosstalk between the paired parameters. By contrast, when fitting β and 

αDB simultaneously, the output values of fitted parameters (β and αDB) clustered around the 

true values (Fig. 4b and Fig. 4d). The estimation errors for both β and αDB at the two noise 

levels were smaller than 15%.
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D. Results from the Comparison of Two Methods for Extracting β and αDB

The results shown in Sections III-B and III-C indicate that β and αDB can be simultaneously 

extracted by fitting one single autocorrelation curve. To compare the performance of the 

concurrent-fitting method with the conventional two-step fitting method (i.e., first 

calculating β and then fitting αDB) for extracting β and αDB, computer simulations, 

phantom experiments, and in-vivo tissue measurements were conducted in the present study.

Figure 5 shows the comparison results from the simulated g20 curves with different levels of 

noise (i.e., photon count rate varied from 20 to 500 kcps). For the two-step method, we used 

either the first data point (upper panel) or averaged seven data points (lower panel) of g20 at 

early delay time τ to estimate β. For both concurrent and two-step fitting methods, the 

standard deviation of fitted values increased with the increase of noise level. However, 

simultaneously fitting β and αDB generated more accurate values with significantly smaller 

standard deviations (error bars) compared to the two-step fitting method (p < 0.001). 

Inaccurate estimation of β resulted in errors in fitting αDB, which became more remarkable 

when the noise level increased. As expected, using one point to estimate β resulted in large 

standard deviations of estimation, which can be reduced by averaging more data points (7 

points in this simulation) of g20. Because of the decay of autocorrelation curve with τ (see 

Fig. 2), however, the averaging led to significant underestimations of β and αDB (p < 0.001).

These simulation results were confirmed by the phantom experiments and in-vivo tissue 

measurements. Figure 6a shows the estimation deviations of β and αDB from the phantom 

experiments described in Section II-B. Notice that only the data from the second step of 

titration (μa = 0.10 cm−1) are presented although the results from the other two steps (μa = 

0.075 and 0.15 cm−1) were similar. Since the concurrent-fitting method generated accurate 

estimates for β and αDB (see simulation results above), the mean values of β and αDB 

obtained by this method were assumed to be ‘true’ values of the measured phantom. The 

percentage deviations of β and αDB estimated from each autocorrelation curve are presented 

as error bars in Fig. 6a. Compared to the concurrent-fitting method, inaccurate estimation of 

β by the two-step fitting method may result in significant estimation errors in αDB (p < 

0.001) and lead to larger error bars.

Similarly, Figure 6b shows the estimations of β and αDB from the data collected in in-vivo 

tissue measurements described in Section II-D. 574 autocorrelation curves were collected 

from the subject’s forearm using the DCS device. The results shown in Fig. 6b agreed with 

those of the simulations shown in Fig. 5 and the phantom experiments shown in Fig. 6a.

IV. DISCUSSION AND CONCLUSIONS

This study was designed to investigate the possibility of extracting multiple parameters such 

as μa, μs’, β, and αDB through fitting one single autocorrelation function curve and compare 

the performance of different fitting methods. For this purpose, the patterns of the sum of 

squared differences (SSD) between the reference autocorrelation curve (g20) and the testing 

autocorrelation curves generated by varying the values of paired parameters were examined; 

different SSD patterns (e.g., convergence or divergence) implied the possibility of extracting 
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multiple parameters from a single autocorrelation curve. These results were then verified by 

computer simulations, phantom experiments and in-vivo tissue measurements.

For simulations with our measurement configuration, a noise model for homogeneous media 

with semi-infinite geometry is needed to generate autocorrelation curves with noise. 

Previous studies have used a noise model described in Section II-B as an approximation [28, 

37], which has never been validated in semi-infinite geometry. In the present study, we 

designed phantom experiments to test the accuracy of this noise model for use in 

homogeneous media with semi-infinite geometry. The phantom experimental results agreed 

with the theoretical predictions from the noise model (Fig. 1a and Fig. 1b) suggesting that it 

provides a good estimate for DCS noises measured in homogeneous media with semi-

infinite geometry. This noise model was thus used to generate autocorrelation curves with 

different levels of noise, and the simulated curves were compared with the curves collected 

from phantom measurements (Fig. 2a, Fig. 2b and Fig. 2c). The comparison results 

confirmed that this noise model worked well in homogeneous media with semi-infinite 

geometry.

To investigate the possibility of fitting μa, μs’ or β along with αDB from one single 

autocorrelation curve, we examined the SSD change patterns by varying three pairs of the 

four parameters. According to the results, a large crosstalk between the αDB and μa or αDB 

and μs’ (Fig. 3a and Fig. 3b) existed, suggesting that it is impractical to simultaneously 

extract αDB and μa or αDB and μs’ from one single autocorrelation curve. Conversely, the 

SSD curves for the pairs of β and αDB were convergent, suggesting a possibility to extract β 

and αDB simultaneously. These results were then verified by simultaneously fitting the 

paired parameters from the simulated autocorrelation curves with noise generated by the 

noise model. Fitting αDB and μa or αDB and μs’ simultaneously caused large estimation 

errors (Fig. 4a and Fig. 4c) that were majorly due to the large crosstalk between the paired 

parameters. These simulation results (Fig. 4a and Fig. 4c) agree very well with our previous 

findings in phantom titration tests (see Fig. 6 in Ref. [15]). By contrast, when fitting β and 

αDB simultaneously, the estimation errors for both parameters were much smaller (Fig. 4b 

and Fig. 4d), although they were increased with the increase of noise level.

Upon examination of the K(τ) definition [see Eq. (3)], the crosstalk between αDB and μa or 

αDB and μs’ is expected as these paired parameters can compensate each other to generate a 

similar autocorrelation curve. The decay of an autocorrelation curve is determined by K(τ) 

which can be rewritten as: 

. It is apparent from this 

expression that the decay of an autocorrelation curve is influenced by the term of 

 and a variation in αDB can be compensated by a variation in μa μs’. By 

contrast, based on Eq. (3) and Eq. (4), β does not affect the decay of the autocorrelation 

curve and does not compensate the variation of αDB. Therefore, it is possible to fit β and 

αDB simultaneously without causing the crosstalk between them.
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We then compared the two methods for extracting β and αDB. All the results from the 

simulations (Fig. 5), phantom experiments (Fig. 6a), and tissue measurements (Fig. 6b) 

suggested that simultaneously fitting β and αDB from the entire autocorrelation curve 

resulted in more accurate values with smaller standard deviations compared to the two-step 

fitting method. For the two-step fitting method, large standard deviations of estimation 

resulted mainly from the inaccurate β estimated using only several points at early τ of g2 

curve; limited datasets may be contaminated by noises. The estimation bias was due to the 

decay of autocorrelation curve with τ, which led to underestimations of β and αDB.

In conclusion, the possibility of extracting multiple parameters (αDB, μa, μs’ and β) via 

fitting one single autocorrelation function curve has not previously been investigated for 

DCS measurements. It is not trivial to get the answer regarding such possibility because the 

autocorrelation function depends on all four parameters [see Eq. (3) and Eq. (4)] and 

explicitly expressing the relations among them is difficult. In the present study, for the first 

time, we comprehensively investigated the possibility of fitting multiple parameters from 

one single autocorrelation curve and evaluated the performance of the two methods with 

computer simulations, tissue-like phantom experiments and in-vivo tissue measurements. 

The results from this study suggest that it is impractical to simultaneously fit αDB and μa or 

αDB and μs’ from one single autocorrelation function curve due to the large crosstalk 

between these paired parameters. However, simultaneous fitting of β and αDB is feasible 

and generates more accurate estimation with smaller standard deviation compared to the 

conventional two-step fitting method.

The outcomes from this study imply that absolute values of μa and μs’ are needed for 

extracting accurate β and αDB. Our laboratory has recently developed a hybrid NIR diffuse 

optical instrument combining a commercial frequency-domain tissue-oximeter and a DCS 

flowmeter, which allows for simultaneous measurements of μa and μs’ as well as β and αDB 

[21]. It is expected that the use of this type of hybrid instrument and simultaneous fitting 

algorithms will provide accurate measurement results.

Acknowledgments

This work was partially supported by the National Institutes of Health (NIH) under grants R01 CA149274 (GY), 
R21 AR062356 (GY), and UL1RR033173 (GY), and by the American Heart Association (AHA) Great Rivers 
Affiliate under the grant 11POST7360020 (YS).

REFERENCES

[1]. Boas DA, Campbell LE, Yodh AG. Scattering and Imaging with Diffusing Temporal Field 
Correlations. Physical Review Letters. Aug 28.1995 75:1855–1858. [PubMed: 10060408] 

[2]. Boas DA, Yodh AG. Spatially varying dynamical properties of turbid media probed with diffusing 
temporal light correlation. Journal of the Optical Society of America a-Optics Image Science and 
Vision. Jan.1997 14:192–215.

[3]. Maret G, Wolf PE. Multiple light scattering from disordered media. The effect of brownian motion 
of scatterers. Z. Phys. B. 1987; 65:409–413.

[4]. Pine DJ, Weitz DA, Chaikin PM, Herbolzheimer. Diffusing-wave spectroscopy. Phys.Rev.Lett. 
1988; 60:1134–1137. [PubMed: 10037950] 

[5]. Stephen MJ. Temporal fluctuations in wave propagation in random media. Phys.Rev.B. 1988; 
37:1–5.

Dong et al. Page 11

IEEE Trans Biomed Eng. Author manuscript; available in PMC 2015 February 23.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



[6]. Roche-Labarbe N, Carp SA, Surova A, Patel M, Boas DA, Grant PE, Franceschini MA. 
Noninvasive optical measures of CBV, StO(2), CBF index, and rCMRO(2) in human premature 
neonates’ brains in the first six weeks of life. Hum Brain Mapp. Mar.2010 31:341–52. [PubMed: 
19650140] 

[7]. Yu G, Durduran T, Zhou C, Wang HW, Putt ME, Saunders HM, Sehgal CM, Glatstein E, Yodh 
AG, Busch TM. Noninvasive monitoring of murine tumor blood flow during and after 
photodynamic therapy provides early assessment of therapeutic efficacy. Clin Cancer Res. May 
1.2005 11:3543–52. [PubMed: 15867258] 

[8]. Shang Y, Chen L, Toborek M, Yu G. Diffuse optical monitoring of repeated cerebral ischemia in 
mice. Opt Express. Oct 10.2011 19:20301–15. [PubMed: 21997041] 

[9]. Kim MN, Durduran T, Frangos S, Edlow BL, Buckley EM, Moss HE, Zhou C, Yu G, Choe R, 
Maloney-Wilensky E, Wolf RL, Grady MS, Greenberg JH, Levine JM, Yodh AG, Detre JA, 
Kofke WA. Noninvasive measurement of cerebral blood flow and blood oxygenation using near-
infrared and diffuse correlation spectroscopies in critically brain-injured adults. Neurocrit Care. 
Apr.2010 12:173–80. [PubMed: 19908166] 

[10]. Zhou C, Eucker SA, Durduran T, Yu G, Ralston J, Friess SH, Ichord RN, Margulies SS, Yodh 
AG. Diffuse optical monitoring of hemodynamic changes in piglet brain with closed head injury. 
J Biomed Opt. May-Jun;2009 14:034015. [PubMed: 19566308] 

[11]. Yu G, Floyd T, Durduran T, Zhou C, Wang JJ, Detre JA, Yodh AG. Validation of diffuse 
correlation spectroscopy for muscle blood flow with concurrent arterial spin labeled perfusion 
MRI. Opt Express. Feb 5.2007 15:1064–1075. [PubMed: 19532334] 

[12]. Rice, SO. Mathematical analysis of random noise. In: Wax, N., editor. Noise and Stochastic 
Processes. Dover; New York: 1954. p. 133

[13]. Buckley EM, Cook NM, Durduran T, Kim MN, Zhou C, Choe R, Yu G, Schultz S, Sehgal CM, 
Licht DJ, Arger PH, Putt ME, Hurt HH, Yodh AG. Cerebral hemodynamics in preterm infants 
during positional intervention measured with diffuse correlation spectroscopy and transcranial 
Doppler ultrasound. Opt Express. Jul 20.2009 17:12571–81. [PubMed: 19654660] 

[14]. Shang Y, Symons TB, Durduran T, Yodh AG, Yu G. Effects of muscle fiber motion on diffuse 
correlation spectroscopy blood flow measurements during exercise. Biomed Opt Express. 2010; 
1:500–511. [PubMed: 21258485] 

[15]. Irwin D, Dong L, Shang Y, Cheng R, Kudrimoti M, Stevens SD, Yu G. Influences of tissue 
absorption and scattering on diffuse correlation spectroscopy blood flow measurements. Biomed 
Opt Express. Jul 1.2011 2:1969–85. [PubMed: 21750773] 

[16]. Sunar U, Quon H, Durduran T, Zhang J, Du J, Zhou C, Yu G, Choe R, Kilger A, Lustig R, 
Loevner L, Nioka S, Chance B, Yodh AG. Noninvasive diffuse optical measurement of blood 
flow and blood oxygenation for monitoring radiation therapy in patients with head and neck 
tumors: a pilot study. J Biomed Opt. Nov-Dec;2006 11:064021. [PubMed: 17212544] 

[17]. Durduran T, Choe R, Yu G, Zhou C, Tchou JC, Czerniecki BJ, Yodh AG. Diffuse optical 
measurement of blood flow in breast tumors. Opt Lett. Nov 1.2005 30:2915–7. [PubMed: 
16279468] 

[18]. Mesquita RC, Skuli N, Kim MN, Liang J, Schenkel S, Majmundar AJ, Simon MC, Yodh AG. 
Hemodynamic and metabolic diffuse optical monitoring in a mouse model of hindlimb ischemia. 
Biomed Opt Express. 2010; 1:1173–1187. [PubMed: 21258539] 

[19]. Durduran T, Yu G, Burnett MG, Detre JA, Greenberg JH, Wang J, Zhou C, Yodh AG. Diffuse 
optical measurement of blood flow. Opt Lett. Aug 1.2004 29:1766–8. [PubMed: 15352363] 

[20]. Yu G, Durduran T, Lech G, Zhou C, Chance B, Mohler ER 3rd, Yodh AG. Time-dependent 
blood flow and oxygenation in human skeletal muscles measured with noninvasive near-infrared 
diffuse optical spectroscopies. J Biomed Opt. Mar-Apr;2005 10:024027. [PubMed: 15910100] 

[21]. Shang Y, Zhao Y, Cheng R, Dong L, Irwin D, Yu G. Portable optical tissue flow oximeter based 
on diffuse correlation spectroscopy. Opt Lett. Nov 15.2009 34:3556–8. [PubMed: 19927209] 

[22]. Shang Y, Cheng R, Dong L, Ryan SJ, Saha SP, Yu G. Cerebral monitoring during carotid 
endarterectomy using near-infrared diffuse optical spectroscopies and electroencephalogram. 
Phys. Med. Biol. 2011; 56:3015–3032. [PubMed: 21508444] 

Dong et al. Page 12

IEEE Trans Biomed Eng. Author manuscript; available in PMC 2015 February 23.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



[23]. Diop M, Verdecchia K, Lee TY, St Lawrence K. Calibration of diffuse correlation spectroscopy 
with a time-resolved near-infrared technique to yield absolute cerebral blood flow measurements. 
Biomed Opt Express. Jul 1.2011 2:2068–81. [PubMed: 21750781] 

[24]. Carp SA, Dai GP, Boas DA, Franceschini MA, Kim YR. Validation of diffuse correlation 
spectroscopy measurements of rodent cerebral blood flow with simultaneous arterial spin 
labeling MRI; towards MRI-optical continuous cerebral metabolic monitoring. Biomed Opt 
Express. 2010; 1:553–565. [PubMed: 21258489] 

[25]. Yu G, Shang Y, Zhao Y, Cheng R, Dong L, Saha SP. Intraoperative evaluation of 
revascularization effect on ischemic muscle hemodynamics using near-infrared diffuse optical 
spectroscopies. J Biomed Opt. Feb.2011 16:027004. [PubMed: 21361707] 

[26]. Dong L, Kudrimoti M, Cheng R, Shang Y, Johnson EL, Stevens SD, Shelton BJ, Yu G. 
Noninvasive diffuse optical monitoring of head and neck tumor blood flow and oxygenation 
during radiation delivery. Biomed Opt Express. Feb 1.2012 3:259–72. [PubMed: 22312579] 

[27]. Cheung C, Culver JP, Takahashi K, Greenberg JH, Yodh AG. In vivo cerebrovascular 
measurement combining diffuse near-infrared absorption and correlation spectroscopies. Physics 
in Medicine and Biology. Aug.2001 46:2053–2065. [PubMed: 11512610] 

[28]. Zhou C, Yu G, Furuya D, Greenberg JH, Yodh AG, Durduran T. Diffuse optical correlation 
tomography of cerebral blood flow during cortical spreading depression in rat brain. Optics 
Express. 2006; 14:1125–1144. [PubMed: 19503435] 

[29]. Menon C, Polin GM, Prabakaran I, Hsi A, Cheung C, Culver JP, Pingpank JF, Sehgal CS, Yodh 
AG, Buerk DG, Fraker DL. An integrated clinically relevant approach to measuring tumor 
oxygen status using VEGF-transfected human melanoma xenografts as a model. Cancer 
Research. 2003; 63:7232–7240. [PubMed: 14612518] 

[30]. Li J, Dietsche G, Iftime D, Skipetrov SE, Maret G, Elbert T, Rockstroh B, Gisler T. Noninvasive 
detection of functional brain activity with near-infrared diffusing-wave spectroscopy. Journal of 
Biomedical Optics. Jul-Aug;2005 10:044002-1–12.

[31]. Durduran T, Zhou C, Edlow BL, Yu G, Choe R, Kim MN, Cucchiara BL, Putt ME, Shah Q, 
Kasner SE, Greenberg JH, Yodh AG, Detre JA. Transcranial optical monitoring of 
cerebrovascular hemodynamics in acute stroke patients. Opt Express. Mar 2.2009 17:3884–902. 
[PubMed: 19259230] 

[32]. Li J, Ninck M, Koban L, Elbert T, Kissler J, Gisler T. Transient functional blood flow change in 
the human brain measured noninvasively by diffusing-wave spectroscopy. Opt Lett. Oct 1.2008 
33:2233–5. [PubMed: 18830362] 

[33]. Zhou C, Choe R, Shah N, Durduran T, Yu G, Durkin A, Hsiang D, Mehta R, Butler J, Cerussi A, 
Tromberg BJ, Yodh AG. Diffuse optical monitoring of blood flow and oxygenation in human 
breast cancer during early stages of neoadjuvant chemotherapy. J Biomed Opt. Sep-Oct;2007 
12:051903. [PubMed: 17994886] 

[34]. Durduran, T. Ph.D. Dissertation, Physics. University of Pennsylvania; 2004. Non-Invasive 
Measurements of Tissue Hemodynamics with Hybrid Diffuse Optical Methods. 

[35]. Boas, D. Ph.D. Dissertation, Physics. University of Pennsylvania, Philadelphia; 1996. Diffuse 
Photon Probes of Structural and Dynamical Properties of Turbid Media: Theory and Biomedical 
Applications. 

[36]. Zhou, C. Ph.D. Dissertation, Physics. University of Pennsylvania; Philadelphia: 2007. In-vivo 
Optical Imaging and Spectroscopy of Cerebral Hemodynamics. 

[37]. Dietsche G, Ninck M, Ortolf C, Li J, Jaillon F, Gisler T. Fiber-based multispeckle detection for 
time-resolved diffusing-wave spectroscopy: characterization and application to blood flow 
detection in deep tissue. Appl Opt. Dec 10.2007 46:8506–14. [PubMed: 18071383] 

[38]. Koppel DE. Statistical Accuracy in Fluorescence Correlation Spectroscopy. Physical Review A. 
1974; 10:1938–1945.

Dong et al. Page 13

IEEE Trans Biomed Eng. Author manuscript; available in PMC 2015 February 23.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Fig. 1. 
Tissue-like phantom experiments to verify the feasibility of applying the noise model in 

homogeneous media with semi-infinite geometry. DCS measurements were performed in 

three liquid phantoms with different μa (0.075, 0.100, 0.150 cm−1) to test the noise model 

under different noise levels. Higher μa was associated with lower number of photons 

detected (I), thus leading to higher measurement noise [σ(τ)] and lower signal-to-noise ratio 

[SNR(τ)]. (a) Comparison of the measurement noises between the measured autocorrelation 

curves from the phantoms (dots) and calculated noises predicted by the noise model (solid 

curves). The measurement noise decreased as the delay time τ increased. The “steps” were 

due to the multi-tau arrangement of the correlator. (b) Comparison of the SNRs between the 

measured autocorrelation curves and model predictions. Although the measurement noise 

decreased as the delay time τ increased, the SNR of DCS measurement also decreased 

because the “signal” dropped even faster than the noise as τ increased.
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Fig. 2. 
Comparison of the simulated and measured g2 curves at three different levels of noise: (a) I 

= 66 kcps; (b) I = 41 kcps; and (c) I = 20 kcps. The input parameters for simulation were 

acquired from the phantom experiments.
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Fig. 3. 
Contour plots of sum of squared differences (SSD) between a reference autocorrelation 

curve g20 obtained with the given parameters [αDB = 10−8 cm2/s, μa (785 nm) = 0.12 cm−1, 

and μs’ (785 nm) = 8 cm−1] and the testing curves generated by varying the values of paired 

parameters. The true reference values of g20 are marked at the cross. (a) The SSDs obtained 

by varying μs’ from 2 to 15 cm−1 and αDB from 0.4 to 2 × 10−8 cm2/s. The dashed black 

curve represents the points at which local minima were achieved with compositions of μs’ 

and αDB. (b) The SSDs obtained by varying μa from 0.05 to 0.4 cm−1 and αDB from 0.4 to 2 

× 10−8 cm2/s. The dashed black curve illustrates the points at which local minima were 

achieved. (c) The SSDs obtained by varying β from 0.1 to 0.9 and αDB from 0.4 to 2 × 10−8 

cm2/s. The minimum value of SSD was reached at the true reference values of β and αDB.
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Fig. 4. 
Percentage errors when simultaneously fitting three pairs of four variables respectively from 

the simulated autocorrelation curves (g20) generated at two different levels of noise. The 

initial guesses of the fitted variables were assigned randomly when fitting each of the 1000 

simulated g20 curves._The discrepancies between the fitted and given values of the paired 

parameters are expressed as “% errors”. The upper (a and b) and lower (c and d) panels 

represent simulation results with two different levels of noise (I = 100 and 50 kcps). Higher 

noise level caused larger evaluation errors. The left panel (a and c) shows the results when 

simultaneously fitting αDB and μs’ or αDB and μa. Large crosstalk between the paired 

parameters was apparent, resulting in large estimation errors. The right panel (b and d) 

shows the results when simultaneously fitting β and αDB. The estimation errors for both β 

and αDB were much smaller than those shown in the left panel (a and c).
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Fig. 5. 
Comparison of the two methods for extracting β and αDB from the simulated g20 curves 

under different noise levels (i.e., the photon count rate changes from 500 kcps to 20 kcps). 

Dashed lines indicate the expected values (β = 0.45 and αDB = 1 × 10−8 cm2/s). For both 

methods, the standard deviation (error bar) of the fitted values increased with the increase of 

noise level. Fitting β and αDB simultaneously resulted in unbiased and more accurate 

estimation of the means and smaller standard deviations compared to the two-step fitting 

method. When estimating β from the first point (a and b), the standard deviations of β and 

αDB were large. Estimating β from more points (c and d) reduced the standard deviations of 

estimation with the cost of estimation biases in β and αDB.
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Fig. 6. 
The performance of the two fitting methods evaluated with the (a) phantom test and (b) in-

vivo measurement. The mean values obtained by the simultaneous fitting method were 

assumed as ‘true’ values, and the discrepancies between the values extracted using the 

simultaneously fitting method or two-step fitting method are presented as percentage errors. 

The error bars are shown with crosses respectively and the mean values are located at the 

center of the crosses.
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