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Abstract

Multisensory integration was once thought to be the domain of brain areas high in the cortical 

hierarchy, with early sensory cortical fields devoted to unisensory processing of inputs from their 

given set of sensory receptors. More recently, a wealth of evidence documenting visual and 

somatosensory responses in auditory cortex, even as early as the primary fields, has changed this 

view of cortical processing. These multisensory inputs may serve to enhance responses to sounds 

that are accompanied by other sensory cues, effectively making them easier to hear, but may also 

act more selectively to shape the receptive field properties of auditory cortical neurons to the 

location or identity of these events. We discuss the new, converging evidence that multiplexing of 

neural signals may play a key role in informatively encoding and integrating signals in auditory 

cortex across multiple sensory modalities. We highlight some of the many open research questions 

that exist about the neural mechanisms that give rise to multisensory integration in auditory cortex, 

which should be addressed in future experimental and theoretical studies.
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1 Introduction

We live in a multisensory world in which the presence of most objects and events is 

frequently registered by more than one of our senses. The capacity to combine information 

across different sensory modalities can enhance perception, particularly if the inputs 

provided by individual modalities are weak, unreliable or ambiguous. The convergence and 

integration of multisensory cues within the brain have been shown to improve a wide range 

of functions from stimulus detection and localization to object recognition (Stein 2012). This 

has been demonstrated for many different combinations of sensory inputs and in many 

different species, emphasizing the fact that multisensory processing is a ubiquitous feature 

of the nervous system.
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If perception and behavior are to benefit from combining information across different 

sensory modalities, it is essential that those inputs are integrated in an appropriate fashion. 

They may originate from the same or from different sources, so how does the brain combine 

the sensory cues associated with one source and separate them from those belonging to other 

sources? For example, visual cues provided by movements of the lips, face and tongue can 

improve speech intelligibility in the presence of other sounds (Sumby and Pollack 1954). 

But if two people are talking at the same time, how does the listener know which voice 

belongs to which face? Indeed, watching lip movements that correspond to one syllable 

whilst listening to a different syllable often changes the speech sound that is heard – the well 

known McGurk effect – illustrating the potent way in which visual cues can modulate 

auditory perception (McGurk and MacDonald 1976).

Psychophysical studies in humans have examined the importance of physical factors such as 

spatial and temporal proximity in determining whether multiple sensory inputs are bound 

together or not (e.g. Sekuler et al. 1997; Slutsky and Recanzone 2001; Soto-Faraco et al. 

2002; Zampini et al. 2005; van Wassenhove et al. 2007). In addition, the semantic 

relationship between the visual and auditory components of more naturalistic stimuli has 

been shown to influence multisensory integration (Doehrmann and Naumer 2008; Chen and 

Spence 2010). Consequently, these factors also need to be considered when investigating 

how multiple sensory cues combine to influence the sensitivity and stimulus selectivity of 

neurons in the brain.

In searching for the neural underpinnings of multisensory perceptual processing, most 

studies have, until recently, focussed on a relatively small number of brain regions, 

including the superior colliculus in the midbrain and higher-level association areas of the 

cortex in the frontal, parietal and temporal lobes (King 2004; Alais et al. 2010). This is 

because it was believed that the pooling and integration of information across the senses 

takes place only after extensive processing within modality-specific pathways that are 

assigned to each of the senses. After all, our sensory systems are responsible for transducing 

different forms of energy, and can give rise to perceptions, such as color or pitch, that are 

not obviously shared by other modalities.

It is now clear, however, that multisensory convergence is much more widespread and 

occurs at an earlier level in each sensory system, including the primary visual, auditory and 

somatosensory cortex, than previously thought (Ghazanfar and Schroeder 2006). This raises 

additional questions concerning the way inputs from different sensory modalities interact in 

the brain. First, can inputs from other sensory modalities drive neurons in early sensory 

cortex or do they just modulate the responses of neurons to the primary sensory modality? 

Second, do the different sensory inputs to a given neuron provide complementary 

information about, for example, stimulus location or identity? Finally, how do inputs from 

other modalities influence the activity of neurons in these brain regions without altering the 

modality specificity of the percepts to which they give rise. In this article, we will consider 

these issues in the context of visual and somatosensory inputs to the auditory cortex.
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2. Multisensory convergence in the auditory cortex

Evidence for visual or somatosensory influences on the auditory cortex has been obtained in 

a number of species using either electrophysiological recordings (Wallace et al. 2004; 

Ghazanfar et al. 2005; Bizley et al. 2007; Lakatos et al. 2007; Kayser et al. 2008; Besle et al. 

2009) or functional imaging (Pekkola et al. 2005; Schürmann et al. 2006; Kayser et al. 

2007). Although these effects have been observed in core or primary auditory cortex, the 

strongest multisensory influences are found in surrounding belt and parabelt areas. Visual 

and somatosensory influences on auditory cortical responses could originate subcortically, 

as illustrated, for example, by the presence of multisensory neurons in parts of the thalamus 

that are known to project there (Benedek et al. 1997). It seems likely, however, that the 

multisensory interactions are mostly cortical in origin, reflecting inputs to the auditory 

cortex from high-level association areas, such as the superior temporal sulcus (Seltzer and 

Pandya 1994; Ghazanfar et al. 2008), or directly from visual and somatosensory cortical 

areas (Bizley et al. 2007; Budinger and Scheich 2009; Campi et al. 2010; Falchier et al. 

2010).

Most of these studies have found that visual or somatosensory stimuli do not, by themselves, 

evoke responses in the auditory cortex. Instead, multisensory stimulation alters cortical 

responses to sound, suggesting that these non-auditory inputs are subthreshold and 

modulatory in nature. This is consistent with both anatomical (Budinger and Scheich 2009; 

Falchier et al. 2010) and physiological (Lakatos et al. 2007) evidence demonstrating that 

they terminate primarily outside layer IV, the main thalamorecipient zone of the auditory 

cortex. In some cases, however, spiking responses to simple visual stimuli, such as light 

flashes, have been observed in auditory cortex (Wallace et al. 2004; Brosch et al. 2005; 

Bizley et al. 2007; Kayser et al. 2008). The incidence of these neurons, particularly in the 

primary areas, is low and little is so far known about their physiological properties or 

whether they serve a different role from visual or somatosensory inputs that either increase 

or decrease neuronal responses to the dominant auditory modality. Interestingly, Bizley et al. 

(2007) found no difference in sound frequency tuning between unisensory auditory neurons 

and neurons that also responded to visual stimulation, suggesting that responsiveness to 

other modalities may not alter the more basic sound processing properties of these neurons.

Functional imaging experiments and local field potential (LFP) recordings have consistently 

shown that visual or somatosensory stimuli typically enhance responses to acoustic stimuli 

and that these effects are widespread within the auditory cortex (reviewed by Kayser et al. 

2009a). It is therefore tempting to conclude that these inputs provide fairly nonspecific 

contextual information about sound sources, which results in a general improvement in 

sound detection. In order to understand how multisensory stimulation affects auditory 

processing, however, it is necessary to investigate these interactions at the level of individual 

neurons. Neurons exhibiting a significant change in their firing rate in response to 

multisensory stimulation appear to be more sparsely distributed than expected on the basis 

of the imaging studies. Moreover, they frequently show crossmodal suppression when 

different modality stimuli are paired (Bizley et al. 2007; Kayser et al. 2008; Meredith and 

Allman 2009).
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This apparent discrepancy reflects the fact that the suprathreshold firing of neurons is not 

necessarily well captured by imaging signals and LFPs, which may be related more to the 

inputs to the cortex (Logothetis et al. 2001; Kayser et al. 2009a). Nevertheless, while the 

great majority of single and multi-unit electrophysiological studies have focussed on 

changes in firing rate as a measure of multisensory integration, a reduced rate does not 

necessarily equate to a less informative response. Indeed, it has been shown that the 

temporal pattern of action potential firing in an auditory cortical neuron can provide 

significantly more information than the same neuron’s firing rate about both the identity and 

location of sounds (Nelken et al. 2005). Similar information theoretic analyses have now 

been applied to the spike discharge patterns produced by neurons in the auditory cortex in 

response to multisensory stimulation, revealing that visual cues can enhance information 

processing even when there is no overall change in firing rate (Bizley et al. 2007; Kayser et 

al. 2010).

3. Specificity of multisensory interactions in the auditory cortex

There is considerable evidence that the auditory cortex plays a critical role in the 

localization (Heffner and Heffner 1990; Jenkins and Masterton 1982; Clarke et al. 2000; 

Nodal et al. 2010) and discrimination of sounds (Heffner and Heffner 1986; Harrington et al. 

2001; Clarke et al. 2000). We might therefore expect crossmodal interactions to alter the 

capacity of these neurons to signal the location or identity of a sound source.

Evidence for this is provided by electrophysiological recordings in ferrets showing that 

presenting spatially coincident visual and auditory cues tends to increase the amount of 

information conveyed by the neurons about stimulus location (Bizley and King 2008; Fig. 

1). In principle, this multisensory information enhancement could underlie the improved 

localization accuracy that is observed when visual and auditory stimuli are presented at the 

same location in space, although recordings would need to be made in behaving animals in 

order to confirm this. Activity within the human auditory cortex has been shown to vary on a 

trial-by-trial basis when subjects experience the ventriloquist illusion - where spatially 

disparate visual cues “capture” the perceived location of a sound source - implying a more 

direct link between cortical activity and perception (Bonath et al. 2007).

Visual signals can also sharpen the selectivity of neurons in the monkey auditory cortex to 

conspecific vocalizations (Ghazanfar et al. 2008). This effect was observed when the visual 

stimulus comprised a movie of a monkey vocalizing, but not when this image was replaced 

by a disc that was flashed on and off to approximate the movements of the animal’s mouth. 

Similarly, Kayser et al. (2010) demonstrated that matching pairs of naturalistic sounds and 

movies evoke responses in auditory cortex that carry more stimulus-related information than 

those produced by the sounds alone, whereas this increase in transmitted information is 

reduced if the visual stimulus does not match the sound. Although there are so far relatively 

few studies of this sort, they do provide compelling evidence that the benefits of 

multisensory integration are determined by the correspondence between the different 

stimuli, including their semantic congruency, which could potentially provide the basis for a 

number of multisensory perceptual phenomena.
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The simplest way of binding multisensory inputs that relate to a given stimulus attribute, 

such as the location or identity of the object of interest, is for the relevant regions of, say, 

visual and auditory cortex to be connected. This assumes, of course, that a division of labor 

exists, with different regions of the cortex specialized for processing different stimulus 

attributes. Evidence for this within the auditory cortex has been provided by a number of 

cortical deactivation (Lomber and Malhotra 2008), human neurological (Clarke et al. 2000), 

and brain imaging (Warren and Griffiths 2003; Ahveninen et al. 2006) studies. Moreover, 

Lomber et al. (2010) demonstrated that crossmodal reorganization takes place in 

congenitally deaf cats, with specific visual functions localized to different regions of the 

auditory cortex, and that activity in these regions accounts for the enhanced visual abilities 

of the animals.

Regional differences within the auditory cortex have also been described in the way that 

visual and auditory cues interact to determine the responses of the neurons found there. 

Thus, Ghazanfar et al. (2005) found that in order to generate response enhancement, a 

greater proportion of recording sites in the belt areas required the use of a real monkey face, 

whereas non-selective modulation of auditory cortical responses was more common in the 

core areas. Similarly, Bizley and King (2008) found that the amount of spatial information 

available in the neural responses varied across the ferret auditory cortex. They observed that 

spatial sensitivity to paired visual-auditory stimuli was highest in the anterior ectosylvian 

gyrus, supporting the notion that there is some functional segregation across the auditory 

cortex, with, in this species, the anterior fields more involved in spatial processing. This is 

consistent with the anatomical pattern of connections between visual and auditory cortex in 

the ferret, which also suggest that cross-modal inputs are arranged according to whether they 

carry information about spatial or non-spatial features (Bizley et al. 2007; Fig. 2).

Despite these compelling results, the evidence for functional segregation in studies that have 

recorded the responses of single neurons in auditory cortex is comparatively weak. These 

studies have instead emphasized that individual neurons throughout the auditory cortex are 

sensitive to a variety of perceptual features, including the pitch, identity and spatial location 

of sounds (Stecker and Middlebrooks 2003; Recanzone 2008; Bizley et al. 2009). Neurons 

can differ systematically across cortical fields in the extent to which they are sensitive to one 

particular feature of sound or another (Tian et al. 2001; Stecker et al. 2005; Bizley et al. 

2009), but these responses are not strictly selective for any given feature. This raises an 

interesting problem regarding multisensory integration in auditory cortex: how can inputs 

from other sensory systems interact informatively with auditory responses in order to 

improve sound identification or localization? That is, how do we arrive at a cross-modal 

enhancement of any one sound feature? An alternative way in which neural responses might 

invariantly represent multiple perceptual features is to compartmentalize these 

representations in the spectral or time domain, rather than spatially across different regions 

of the auditory cortex. This concept is often referred to as “multiplexing”, and evidence for 

its use in sensory systems has accumulated in recent years (reviewed by Panzeri et al. 2010).

King and Walker Page 5

Biol Cybern. Author manuscript; available in PMC 2015 February 25.

 E
urope PM

C
 Funders A

uthor M
anuscripts

 E
urope PM

C
 Funders A

uthor M
anuscripts



4. Multiplexing stimulus information

In the most commonly observed form of cortical multiplexing, precise spike timing and low 

frequency network oscillations together provide information about sensory stimuli that is 

additional to that conveyed by spike firing rate. In the visual cortex, the timing of spikes 

relative to the phase of LFP oscillations in the delta band (1-4 Hz) has been shown to carry 

information about the contents of naturalistic images (Montemurro et al. 2008). Similarly, 

Kayser et al. (2009b) found that the timing of spikes with respect to LFP phase in the theta 

(4-8 Hz) frequency range in auditory cortex was informative about the type of sound being 

presented to awake, passively listening monkeys. In both these studies, the information 

provided by the phase-of-firing multiplexed code was complementary to that of classic 

spike-rate codes, thereby enhancing the sensory acuity of the spike code through more 

global network activation (Fig. 3A).

Lakatos et al. (2007) showed that a slightly different form of phase-of-firing code may also 

have important implications for crossmodal modulation of auditory cortical responses. They 

found that while somatosensory stimulation alone was insufficient to evoke spikes in A1 

neurons, it did reset the phase of the LFP oscillations in this region. The spiking response to 

proceeding auditory stimulation was then enhanced or suppressed according to whether the 

sound-evoked activity arrived in auditory cortex during LFP oscillatory peaks or troughs, 

respectively (Fig. 3B). We refer to this effect, which was observed for LFP phase in the 

gamma, theta and delta frequency bands, as cross-modal phase-based-enhancement of 

auditory spike rates. Along similar lines, Kayser et al. (2008) have shown that visual 

stimulation can reset the phase of low frequency LFPs in auditory cortex, thereby enhancing 

spiking responses to concurrent auditory stimulation. These oscillatory effects would lead to 

the prediction that stimulus onset asynchronies corresponding to the period of theta 

frequencies are optimal for multisensory integration, though this psychophysical result has 

not yet been demonstrated.

It remains a challenge for future studies to establish a causal behavioral link between LFP 

phase and multisensory integration. Nevertheless, the aforementioned studies have made the 

critical first step of illustrating a potential neural mechanism through which other sensory 

modalities might modulate the spike representations of sounds in auditory cortex. It has also 

now been shown that visual stimulation can reset low-frequency neural oscillations in 

human auditory cortex (Luo et al. 2010; Thorne et al. 2011). In keeping with the data from 

non-human primates (Lakatos et al. 2007), Thorne et al. (2011) found that visual phase-

resetting in auditory cortex was confined to particular spectral bands (in this case, high theta 

to high alpha), and required that visual stimuli preceded auditory stimulation by 30-75 ms.

We have recently described another form of multiplexing in ferret auditory cortex, in which 

the spike rate of a neuron is modulated by the identity (i.e. spectral timbre) of an artificial 

vowel sound in one time window and the periodicity - the basis for the perception of pitch - 

of the vowel in a later time window (Walker et al. 2011; Fig. 4). This allows the neurons to 

carry mutually invariant information about these two perceptual features. In line with this 

neurophysiological finding, ferrets were found to detect changes in vowel identity faster 

than they detected changes in the periodicity of these sounds (Walker et al. 2011). It is 
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possible that this form of time-division multiplexing in auditory cortex is utilized by inputs 

from other sensory modalities either to selectively modulate auditory responses within a 

feature-relevant time window or to multiplex different sensory cues in those instances where 

each is capable of driving the neuron.

These possibilities have yet to be tested directly, but previous studies have shown that visual 

and auditory information is temporally segregated in auditory cortical neurons, just as it is in 

other brain areas, in a manner consistent with time-division multiplexing. In anesthetized 

mammals, the first spike latencies of primary auditory cortical responses to simple sounds 

are usually in the region of 20-50 ms (Recanzone et al. 2000; Bizley et al. 2007), whereas 

responses to light flashes have latencies ranging from 40 to >200 ms (Bizley et al. 2007; 

Bizley and King 2008) (Fig. 1). In awake animals, the first-spike latency of A1 responses to 

sounds are often <10 ms (Lakatos et al. 2005), but visual-evoked activity in primary visual 

cortex still occurs typically at least 10-20 ms later than this (Maunsell and Gibson 1992; 

Schroeder et al. 1998). Responses to visual stimulation are further delayed relative to 

auditory responses in non-primary auditory cortex (Bizley et al. 2007), and this increased 

response asynchrony may allow the later sustained responses to auditory stimuli observed in 

these regions (Bendor and Wang 2008; Walker et al. 2011) to remain temporally distinct 

from visual responses.

5. Possible neural mechanisms for signal multiplexing

A number of potential neurophysiological mechanisms have been proposed through which 

neurons might create or read out multiplexed neural signals. Phase-of-firing and phase-

based-enhancement require a single neuron in brain area ‘x’ to be sensitive to low-frequency 

oscillations across the general population of neurons that provide input to ‘x’. Blumhagen et 

al. (2011) have demonstrated that this form of information is extracted from mitral cells in 

the olfactory bulb that project to the zebrafish dorsal telencephalon via the long membrane 

time constants of the latter. Although the biophysical properties of dorsal telencephalon 

neurons act as low-pass filters on their inputs, attenuating the effects of synchronous inputs, 

mitral cell synchrony is still apparent in the in the timing of their action potentials 

(Blumhagen et al. 2011). Through a similar mechanism, peaks of low-frequency oscillatory 

inputs from other modalities may cause excitatory post-synaptic potentials in primary 

auditory cortical neurons that give rise to phase-based-enhancement of spike rates.

Time-division multiplexing requires: a) a neural signal representing the onset of the stimulus 

event; b) a mechanism through which spike rates may be integrated over a particular time 

period with respect to that event; and c) downstream neurons that can decode the temporal 

firing patterns of multiplexed signals in order to integrate the features of a single perceptual 

object. Again, each of these requirements can be realized through previously proposed 

properties of neural circuits. The stimulus event may be signalled by the stimulus-triggered 

low-frequency oscillations described by Lakatos et al. (2007) and Kayser et al. (2008). 

Alternatively, this physiological timing signal could be provided by low-threshold, broadly 

tuned neurons, with post-stimulus response time profiles similar to those of onset cells found 

in the cochlear nucleus (Blackburn and Sachs 1989) and auditory thalamus (Kvasnak et al. 

2000). Spike rates of A1 neurons may then be integrated within defined time windows by 
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downstream neurons through a balance of inhibitory and excitatory inputs. For example, 

integration over early, brief time periods has been shown to arise in rat hippocampal neurons 

as a result of delayed feed-forward inhibition following initial excitation (Pouille and 

Scanziani 2001). In the same manner, early and transient inhibition summed with excitatory 

inputs should result in sensitivity to late, but not early, spikes from the excitatory neurons 

(Fig. 5). Mathematical models have demonstrated that, in principle, single integrate-and-fire 

neurons are capable of learning to decode the type of complex temporal spiking patterns that 

would be provided by multiplexed inputs (Gutig and Sompolinsky 2006). While many of 

these mechanisms remain to be investigated in auditory cortex, the evidence to date suggests 

that they are feasible and utilized in other neural circuits.

6. Implications of multisensory integration dynamics for cortical 

processing

A final challenge that has yet to be addressed within the above physiological models is the 

temporal dynamics of multisensory integration. A large body of psychophysical evidence 

has shown that acoustic and visual events are integrated over a temporal window of several 

hundred milliseconds, with a bias towards asynchronies in which the visual stimulus leads 

the auditory stimulus (reviewed by Vatakis and Spence 2010). However, the precise 

temporal integration window varies depending on factors such as the type of stimulus (e.g. 

speech vs non-speech), the medium in which it is presented, and the distance of the 

perceived object from the subject (King 2005), and can also change in response to 

behavioural training (Powers et al. 2009). In the real world, it makes good sense that 

auditory and visual cues should be integrated over different time windows in a context-

dependent manner, as the differences in the speed of light and sound produce larger auditory 

lags for distant objects (e.g. several seconds for a lightning strike) than proximate ones (e.g. 

tens of milliseconds for typical conversational speech).

In contrast to the temporal variability identified in the psychophysical literature, initial 

electrophysiological studies of multiplexing in passively listening (Lakatos et al. 2007; 

Kayser et al. 2008, 2009b) and anesthetized (Walker et al. 2011) animals have identified 

relatively stable time windows for encoding and integrating information in the auditory 

cortex. However, recent imaging data in humans (Powers et al. 2012) suggests that these 

physiological integration windows may become more dynamic when tested across a range of 

stimulus types or when measured in behaving animals. Neuromodulators such as 

acetylcholine, noradrenaline and serotonin can modulate the excitability of auditory cortical 

neurons (Foote et al. 1975; Hurley and Hall 2011) and are released during behavioral tasks 

(Stark and Scheich 1997; Butt et al. 2009). Acetylcholine release from the basal forebrain 

has been shown to alter the reliability of spike firing and synchrony among neurons in the 

visual cortex (Goard and Dan 2009), which will presumably influence the way cortical 

neurons multiplex sensory signals. The temporal parameters of multisensory integration may 

therefore be adaptable through the mechanisms of attention and arousal.
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7. Concluding remarks

It is now widely accepted that multisensory convergence occurs to a surprisingly large 

degree in early sensory areas, including core and belt regions of the auditory cortex, which 

were previously thought to be unisensory in nature. Nevertheless, the auditory cortex is still 

primarily an auditory structure and a challenge for future work will be to identify how visual 

and somatosensory inputs influence the activity of its neurons in a behaviorally relevant 

manner without compromising their role in hearing. Recent studies of the physiological 

basis of multisensory integration have demonstrated the power of information theoretic 

approaches in determining whether neurons become more reliable at detecting or encoding a 

particular sound in the presence of other sensory cues. Investigations of various forms of 

multiplexing in neural responses show that we need to consider different features of the 

neural code, rather than relying solely on firing rate, in order to understand fully how 

multisensory cues are represented in the brain.

The present review has focussed on visual and somatosensory influences on auditory 

cortical encoding of sounds, but auditory influences on non-auditory cortex may likewise 

enhance the processing of other sensory modalities (Meredith et al. 2009). The extent to 

which these forms of multisensory integration utilize common neural mechanisms is 

unknown and largely unexplored. Therefore, while the first hints of the neural basis of 

multisensory integration are beginning to be uncovered, there remains a wealth of questions 

about these circuits that may be addressed in future physiological, behavioral and theoretical 

studies.
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Fig. 1. 
Multisensory spatial receptive fields of a ferret auditory cortical neuron. The raster plots in 

the 3 left panels show the action potential responses of the neuron to 100 ms bursts of 

broadband noise (far left plot), a white light-emitting diode (center raster plot), or both the 

sound and light together (right raster plot). In each raster plot, the timing of stimuli are 

indicated by a horizontal bar at the bottom of the plot, and responses to stimuli are plotted 

across a range of stimulus locations in the horizontal plane (y-axis). The spike rate functions 

of the neuron for auditory (blue line), visual (green line), and audiovisual (red line) 

stimulation are summarized in the plot to the far right. In this example, pairing spatially 

coincident visual and auditory stimuli resulted in a more sharply tuned spatial response 

profile that carried significantly more information about stimulus location. Adapted from 

Bizley and King (2008).
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Fig. 2. 
Schematic of auditory cortex in the ferret, showing organization of visual inputs. Auditory 

cortical areas are located on the anterior, middle and posterior ectosylvian gyri (AEG, MEG 

and PEG). Other abbreviations: PPc, caudal posterior parietal cortex; SSY, suprasylvian 

cortex; V1, primary visual cortex; V2, secondary visual cortex; sss, suprasylvian sulcus; pss, 

pseudosylvian sulcus; D, dorsal; R, rostral.
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Fig. 3. 
Cartoons of 2 forms of spectral multiplexing observed in auditory cortex. a. Phase-of-firing 

multiplexing described by Kayser et al. (2009b). LFPs have been categorized into four 

phases, represented in color. The pattern of action potentials (top row) or local field 

potential (LFP) phase (middle row) alone do not provide as much information about 

auditory stimuli as the timing of action potentials with respect to the LFP phase in which 

they occur (bottom row). b. Phase-based-enhancement of spiking responses described by 

Lakatos et al. (2007). A somatosensory stimulus (hand, bottom row) resets the phase of the 

LFP (top row) in auditory cortex, but does not result in significant spiking activity (middle 

row). Spiking responses to subsequent auditory stimulation (ears, bottom row) are 

suppressed during troughs and enhanced during peaks of the ongoing LFP.
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Fig. 4. 
Time-division multiplexing within a single auditory cortex neuron described by Walker et 

al. (2011). a. Post-stimulus time histogram, showing the mean firing rate of the neuron 

across all presentations of an artificial vowel sound presented over 4 locations in horizontal 

space, 4 values of the fundamental frequency (“pitch”), and 4 spectral identities (“timbre”). 

Sound presentation time is indicated by the black horizontal bar below the plot. b. Mutual 

Information carried by the neuron for either the timbre (black line) or pitch (red line) of the 

sound throughout its response. Note that these values peak at different time points.
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Fig. 5. 
Schematic of excitatory and inhibitory summation to achieve delayed temporal integration 

of excitatory signals. The target neuron (above, “Σ”) receives input from an early inhibitory 

interneuron (black, “−”) and both an early and late excitatory input (white, “+”), the result of 

which is integration of excitatory signals in the later time window only.
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