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Increasing evidence discovered that the inappropriate expression of microRNAs (miRNAs) will lead to many kinds of complex
diseases and drugs can regulate the expression level of miRNAs. Therefore human diseases may be treated by targeting some
specific miRNAs with drugs, which provides a new perspective for drug repositioning. However, few studies have attempted to
computationally predict associations between drugs and diseases via miRNAs for drug repositioning. In this paper, we developed
an inference model to achieve this aim by combining experimentally supported drug-miRNA associations and miRNA-disease
associations with the assumption that drugs will form associations with diseases when they share some significant miRNA partners.
Experimental results showed excellent performance of our model. Case studies demonstrated that some of the strongly predicted
drug-disease associations can be confirmed by the publicly accessible database CTD (www.ctdbase.org), which indicated the
usefulness of our inference model. Moreover, candidate miRNAs as molecular hypotheses underpinning the associations were
listed to guide future experiments. The predicted results were released for further studies. We expect that this study will provide
help in our understanding of drug-disease association prediction and in the roles of miRNAs in drug repositioning.

1. Introduction

Over the past decades, the dominant assumption on drug
research and development (R&D) was to design exquisitely
selective ligands that act on a single disease target. However,
such “one drug, one gene, one disease” paradigm was chal-
lenged in many studies and the concept of polypharmacology
[1, 2] has later been proposed for those drugs acting on
multiple targets rather than one target. The polypharmaco-
logical feature lays a solid foundation for the strategy of drug
repositioning [3] which is to find new therapeutic uses for
existing or failed drugs. One successful example is sildenafil
which was first developed to treat angina but whose another
effect of prolonged penile erections in human volunteers
led to a new therapeutic indication for the drug. Moreover,
the valuable safety information on existing drugs, like safety
profiles and pharmacokinetic profiles, may greatly reduce the
costs and risks associated with the early development stage

and shorten routes to approval for therapeutic indications
[4]. Therefore, drug repositioning has attracted enormous
research interest from both academia and pharmaceutical
companies.

Traditional drug repositioning efforts have spanned the
spectrum from blind screening methods of chemical libraries
against specific cell lines [5] or cellular organisms [6, 7],
to serial testing of animal models [8]. As more and more
biomolecular information is available, many computational
strategies have been proposed for drug repositioning. More
details are available at review [9]. These computational meth-
ods can be categorized into either drug-based approaches
or disease-based approaches [9]. Drug-based computational
methods utilize knowledge of chemical similarity [10-12],
molecular activity similarity [13-15], or molecular docking
[16, 17] to search new indications for drugs. Disease-based
computational methods apply information of associative
indication transfer [18] and shared molecular pathology
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[19, 20] or side effect similarity [21] to enable the discovery
of new uses for drugs.

More recently, many studies demonstrated that drugs
can regulate microRNA (miRNAs) expression. For example,
the expression levels of 32 miRNAs were changed after the
treatment of trichostatin A in human breast cancer cell lines
by microarray [22]. miRNAs are short (~22 nucleotides)
regulatory RNAs that downregulate gene expression at the
posttranscriptional level by inhibiting translation or initiating
mRNA degradation [23, 24]. More and more evidences have
shown that miRNAs play critical roles in many important
biological processes, such as tissue development [25], cell
growth [26], and cellular signalling [27]. Therefore, the
inappropriate expression of miRNAs could lead to a broad
spectrum of diseases, including cancer [26] and cardio-
vascular diseases [28]. Meanwhile, miRNAs have several
attractive features, including specific secondary structures
and conserved sequences, to be druggable [29], and miRNA
therapeutics may be superior to a mixture of small interfering
RNAs (siRNAs) that are specifically designed to reduce the
expression of a given number of target genes [30]. As a result,
specific miRNAs will be treatment targets for majority of
diseases [29, 31, 32] and targeting miRNAs with drugs will
provide a new type of therapy for human diseases [33], which
have given rise to the field of miRNA pharmacogenomics
[34]. One example of miRNA therapeutics is MRX34, the first
cancer-targeted miRNA drug, which entered Phase I clinical
trials in patients with advanced hepatocellular carcinoma in
2013 [30].

To sum up, miRNAs play important roles in drug devel-
opment and disease treatment. However, little computational
research on miRNA-based drug repositioning has been con-
ducted. Therefore, developing computational methods, by
integrating information on drugs, miRNAs and diseases, to
predict potential drug-disease associations for drug repo-
sitioning is greatly needed. In this paper, we proposed a
miRNA-driven computational model to predict associations
between drugs and diseases for drug repositioning. In this
model, experimentally confirmed drug-miRNA associations
and miRNA-disease associations were combined. The hyper-
geometric test was next executed for each drug-disease pair
to measure whether they significantly shared some miRNA
partners and only these associations with a small P value
(<0.05) were chosen as predicted drug-disease associations
for further drug repositioning. Excellent performance could
be received from our experimental results and case studies on
four drugs demonstrated that some strongly predicted drug-
disease associations can be supported by previous research,
which showed the practical value of our model. It is expected
that our inference model will facilitate research on drug
repositioning.

2. Materials and Methods

2.1. Datasets. In this paper, the following two datasets were
integrated in our inference model to predict drug-disease
associations for drug repositioning. Here below we provided
a brief description.
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2.1.1. The Drug-miRNA Associations. We downloaded the
drug-miRNA associations from the SM2miR database [29]
which curated the experimentally validated drugs’ effects on
miRNA expression in 20 species from published papers. After
deleting the duplicate records and restricting the species to
Homo sapiens, we finally received 2307 distinct drug-miRNA
associations, including 161 drugs and 748 miRNAs.

2.1.2. The miRNA-Disease Associations. The miRNA-disease
association data used in our paper were downloaded from
HMDD ([35] whose experimentally confirmed associations
between miRNAs and diseases were manually retrieved from
literature. We obtained 5075 miRNA-disease associations
consisting of 502 miRNAs and 396 diseases from the HMDD
database.

2.2. Method Description. The basic principle of our inference
model is as follows: Because the inappropriate expression of
miRNAs will lead to many kinds of complex diseases and
drugs can regulate the expression of miRNAs, it is logical to
infer that a drug has a possibility of forming an association
with a disease (an opportunity of drug repositioning) when
they share some significant miRNA partners.

To predict the associations between drugs and dis-
eases, first experimentally verified drug-miRNA and miRNA-
disease associations were combined. Next, for each drug-
disease pair the hypergeometric test was executed separately
to measure whether the drug and the disease significantly
shared some miRNA partners which can interact with both
of them. A P value was calculated as follows:

—~

AL(LY)(N-L
PZI_;(l)( M—z), (1)

where N is the total number of miRNAs interacting with
drugs or diseases, M is the number of miRNAs which interact
with a given drug, L is the number of miRNAs interacting
with a given disease. and x is the number of miRNAs that
interact with both of them. Only the drug-disease pairs with
a small P value (<0.05) were chosen as potential associations
between drugs and diseases. The workflow of our inference
model was illustrated in Figure 1.

=z

3. Results

3.1. Construction and Analysis of Drug-miRNA Association
Network and miRNA-Disease Association Network. In this
study, we first focused on the experimentally supported drug-
miRNA associations and miRNA-disease associations. The
two sets of 2307 drug-miRNA associations and 5075 miRNA-
disease associations were combined to infer potential drug-
disease associations.

We constructed the drug-miRNA association network
and miRNA-disease association network using bipartite
graph representation (see Figures 2 and 3, resp.) and analyzed
some statistics for the two association networks (see Tables
1 and 2, resp.). Degree distribution of the two association
networks can be seen in Figures 4 and 5, respectively.
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FIGURE 1: Principle and workflow of our inference model. The four steps of our model: (1) drug-miRNA association and miRNA-disease

association extraction; (2) combination of the two sets of associations; (3) P value calculation; and (4) extraction of the significant overlaps
of pairs between drugs and diseases.

TABLE 1: Statistics of the drug-miRNA association network.

Number of A 4 A 4
Number of drugs Number of miRNAs drug-r.niRNA Ve;?%ieru;sg ree ‘(’)efl‘:ngi;h?izee Sparsity
associations
161 748 2307 14.3 3.1 0.019
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TABLE 2: Statistics of the miRNA-disease association network.

Number of Average degree Average degree

Number of miRNAs Number of diseases miRNA-disease 8¢ deg ge deg Sparsity
L. of miRNAs of diseases

associations

502 396 5075 10.1 12.8 0.026
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FIGURE 2: A global view of the drug-miRNA association network. The yellow triangles correspond to drugs and the red triangles correspond
to miRNAs. An edge is drawn between a drug node and a miRNA node if there exists an experimentally supported association between the

two nodes.

3.2. Prediction of Associations between Drugs and Diseases
on a Large Scale for Drug Repositioning. In this section, we
conducted a comprehensive prediction of drug-disease asso-
ciations for drug repositioning according to the steps in our
inference model. The associations between each of the 161
drugs and the 396 diseases in our datasets were examined
and we extracted the predicted drug-disease associations
whose P values were smaller than 0.05 as the final results.
Finally we received 8523 predicted drug-disease associa-
tions (see Supplementary Material SI available online at

http://dx.doi.org/10.1155/2015/406463). Moreover, the com-
monly interacted miRNAs were listed, which could provide
guidance for biomedical experiments.

3.3. Performance Evaluation. To evaluate the performance
of our model, we chose the latest version of CTD [36]
database, which curates both scientific literature supported
and inferred chemical-disease interactions by professionals,
for results confirmation. After careful checking, we discov-
ered that in the 8523 predicted drug-disease associations
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TABLE 3: Prediction results of associated diseases for the drug fluoxetine.
Drug Common miRNA(s) Disease P value Evidence
Fluoxetine hsa-miR-27b Cardiomyopathy, hypertrophic 0.0325 CTD confirmed
Fluoxetine hsa-miR-27b Carcinoma, oral 0.0368 CTD confirmed
Fluoxetine hsa-miR-27b Osteoarthritis 0.0152 CTD confirmed
Fluoxetine hsa-miR-27b Oral lichen planus 0.00872
Fluoxetine hsa-miR-27b Cryptosporidium 0.00872
Fluoxetine hsa-miR-27b Dyslipidemia 0.00218
TABLE 4: Prediction results of associated diseases for the drug bilobalide.
Drug Common miRNA(s) Disease P value Evidence
hsa-miR-148a hsa-miR-27a
Bilobalide hsa-miR-27b hsa-miR-328 Breast neoplasms 5.51E - 04 CTD confirmed
hsa-miR-451 hsa-miR-519¢
. . hsa-miR-27a hsa-miR-27b
Bilobal i . . .0017 TD confi
ilobalide hsa-miR-328 hsa-miR-451 Carcinoma, non-small-cell lung 0.00178 CTD confirmed
. . hsa-miR-148a hsa-miR-27b
Bilobalid 0.00908 CTD confirmed
PP hsa-miR-328 hsa-miR-451 Colorectal neoplasms contime
. . hsa-miR-148a hsa-miR-27a
Bilobalid i 0.00408
ilobalide hsa-miR.27b Endometrial neoplasms
hsa-miR-148a hsa-miR-27a
Bilobalide ~ hsa-miR-27b hsa-miR-328 Gastric neoplasms 3.61E - 05
hsa-miR-451 hsa-miR-519¢
Bilobalide hsa-miR-148a hsa-miR-451 Gastrointestinal neoplasms 0.0149
Bilobalide hsa—m%R—l48a hsa-miR-27b Glioblastoma 0.0212
hsa-miR-451
Bilobalide hsa—m%R—27a hsa-miR-451 Neoplasms 0.0294 CTD confirmed
hsa-miR-519¢
Bilobalide hsa—m%R—l48a hsa-miR-27a Pancreatic neoplasms 0.0278 CTD confirmed
hsa-miR-451
Bilobalide hsa—m%R—148a hsa-miR-27a Prostatic neoplasms 0.0286 CTD confirmed
hsa-miR-27b
Bilobalide hsa—m%R—l48a hsa-miR-27a Carcinoma, squamous cell 0.0106 CTD confirmed
hsa-miR-27b
Bilobalide hsa—m{R—l48a hsa-miR-27a Adenoviridae infections 0.0110
hsa-miR-27b
Bilobalide ~ Psa-miR-27a hsa-miR-27b Glioma 0.00433
hsa-miR-451
Bilobalide ~ hsa-miR-328 hsa-miR-451 Myocardial infarction 0.0184 CTD confirmed
Bilobalide ~ hsa-miR-148a hsa-miR-27b Leukemia, lymphocytic, chronic, B-cell 0.0389
Bilobalide hsa-miR-451 Leukemia, myelogenous, chronic 0.0228
Bilobalide ~ hsa-miR-27b Oral lichen planus 0.0303
Bilobalide ~ hsa-miR-148a Amyloidosis 0.0228
Bilobalide ~ hsa-miR-148a Fibrodysplasia ossificans progressiva 0.00764
Bilobalide hsa-miR-27a Lymphoma, extranodal NK-T-Cell 0.0152 CTD confirmed
Bilobalide ~ hsa-miR-27b Cryptosporidium 0.0303
Bilobalide hsa-miR-27a Heart diseases 0.0303
Bilobalide hsa-miR-27b Dyslipidemia 0.00764
Bilobalide hsa-miR-328 Myopia 0.00764
Bilobalide hsa-miR-451 Erythropoiesis 0.00764
Bilobalide hsa-miR-451 Leukemia, myelogenous, chronic, 0.00764

BCR-ABL positive
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FIGURE 3: A global view of the miRNA-disease association network. The yellow circles correspond to diseases and the red circles correspond to
miRNAs. An edge is drawn between a disease node and a miRNA node if there exists an experimentally supported association between the

two nodes.

there are 2859 associations whose drugs and diseases can
both be searched in the CTD [36] database and 2149 out of
the 2859 associations (see Supplementary Material S2) can be
confirmed in the database. This high success ratio (75.2% =
2149/2859) indicates an excellent prediction performance
of our model and these unconfirmed associations provide
opportunities for drug repositioning.

Furthermore, we performed a leave-one-out cross val-
idation (LOOCYV) on experimentally verified drug-disease
associations to test the inference ability of our model. Out
of the 8523 predicted results, 448 literature-confirmed drug-
disease associations were discovered. When the LOOCV
procedure was implemented, each experimentally supported
drug-disease association was left out as test association.
Sensitivity and specificity for each threshold was calculated. A
receiver-operating characteristics (ROC) curve (see Figure 6)
was plotted by varying the thresholds, and a value of area
under curve (AUC) of 0.9280 was received, which reinforced

the power of our model to infer potential drug-disease
associations for drug repositioning.

3.4. Case Studies. We chose four drugs (fluoxetine, bilob-
alide, docetaxel, and anthocyanin) as examples (see Tables 3-
6) to demonstrate the effectiveness of our inference model.
The predicted associations of the four drugs were further
manually checked from the latest CTD [36] database. It could
be observed that most of the prediction results (3/6, 9/26,
11/11, 2/3) have been confirmed. Since our current knowledge
of drug-disease associations is incomplete, this validation
results show excellent performance of our model. We can
expect that the unconfirmed associations may also exist in
reality.

We focused on the results of the drug fluoxetine for
analysis. Fluoxetine (also known by the trade names Prozac,
Sarafem, Ladose, and Fontex) is an antidepressant of the
selective serotonin reuptake inhibitor (SSRI) class. In 2010,
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TABLE 5: Prediction results of associated diseases for the drug docetaxel.

Drug Common miRNA(s) Disease P value Evidence
hsa-miR-100

Docetaxel hsa-miR-200b Endometriosis 0.00629 CTD confirmed
hsa-miR-99b
hsa-miR-100

Docetaxel hsa-m}R—ZOOb Ovarian neoplasms 0.00850 CTD confirmed
hsa-miR-502
hsa-miR-99b
hsa-miR-100

Docetaxel hsa-miR-200b Prostatic neoplasms 0.0423 CTD confirmed
hsa-miR-99b

Docetaxel hsa-miR-99b Sarcoma, synovial 0.0260 CTD confirmed
hsa-miR-100

Docetaxel hsa-miR-200b Urinary bladder neoplasms 0.0154 CTD confirmed
hsa-miR-99b

Docetaxel hsa-m%R—lOO Adrenal cortex neoplasms 0.00182 CTD confirmed
hsa-miR-200b

Docetaxel hsa-m%R—lOO Atherosclerosis 0.0129 CTD confirmed
hsa-miR-99b

Docetaxel hsa—m%R—lOO Muscular dystrophies 0.00290 CTD confirmed
hsa-miR-502

Docetaxel hsa-miR-200b Glomerulonephritis, IGA 0.0430 CTD confirmed

Docetaxel hsa-miR-200b Tongue neoplasms 0.0260 CTD confirmed

Docetaxel hsa-miR-200b Diabetic retinopathy 0.00873 CTD confirmed

TABLE 6: Prediction results of associated diseases for the drug anthocyanin.

Drug Common miRNA(s) Disease P value Evidence
Anthocyanin hsa—m%R—429 Barrett esophagus 0.0372 CTD confirmed
hsa-miR-486
Anthocyanin hsa-miR-1 Arrhythmias, cardiac 0.0389 CTD confirmed
Anthocyanin hsa-miR-1 Chordoma 0.0197
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FIGURE 4: Degree distribution of drugs and miRNAs in the drug- FIGURE 5: Degree distribution of diseases and miRNAs in the

miRNA association network. miRNA-disease association network.
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FIGURE 6: ROC curve by leave-one-out cross validation on the 448
experimentally supported associations.

over 24.4 million prescriptions for generic formulations of
fluoxetine were filled in the United States, making it the
third most prescribed antidepressant after sertraline and
citalopram (http://en.wikipedia.org/wiki/Fluoxetine). There-
fore understanding its mechanism of action is of great impor-
tance for drug repositioning. Six predicted drug-disease
associations were received for the drug fluoxetine, three
of which were supported by the database CTD [36]. Fur-
thermore, we discovered that hsa-miR-27b is an important
mediating factor in forming the associations between diseases
and fluoxetine [37-39], which offered testable molecular
hypotheses for drug repositioning.

4. Discussion

As drug repositioning can provide valuable benefits to
both pharmaceutical companies and human beings, it has
increasingly gained a lot of research interest. Computational
predictions of the most promising drug-disease associations
are important ways for drug repositioning. Therein, we devel-
oped an inference model to predict potential drug-disease
associations for further drug repositioning based on the logic
assumption that there will exist an association between a
drug and a disease when they have some commonly related
miRNAs.

Experimental results have shown the good performance
of our model, which can be attributed to two factors: the
data quality and the workflow strategy. The data integrated
in our predictive model were extracted from highly reliable
databases [29, 35] and they are supported by published
papers. Furthermore, the model we used in this study was well
defined and has proven to be successful in previous research
[40, 41]. Compared to previous methods [9], our model does
not need to use known drug-disease associations. Another
advantage lied in our model is that testable hypotheses are
provided and they can be used to guide further biomedical
experiments in drug repositioning. Despite the encouraging
results, it should be noted that the results produced by our
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model may be biased because current data of drug-miRNA
and miRNA-disease associations are not complete. Therefore
the performance of our model could be further improved by
integrating more verified drug-miRNA and miRNA-disease
associations.

5. Conclusion

In this paper, we proposed a computational model to predict
potential drug-disease associations for future drug reposi-
tioning by considering commonly related miRNA partners.
To the best of our knowledge, this is the first attempt to
infer drug-disease associations, in which miRNAs that are
likely to mediate the associations are explicitly included. Case
studies on real drugs demonstrated the power of our model
in drug repositioning. In total, our study reveals a promising
perspective to study drug and disease relationships and to
search new opportunities for drug repositioning.
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