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Abstract

We investigated the neural correlates of subjective valuations during a task involving risky choices 

about lotteries. Because expected value was held constant across all lotteries, decisions were 

influenced by subjective preferences, which manifest behaviorally as risk-seeking or risk-averse 

attitudes. To isolate structures encoding risk preference during choice, we probed for areas 

showing increased activation as a function of selected risk-level. Such response patterns were 

obtained in anterior (ACC) and posterior cingulate cortex (PCC), superior frontal gyrus, caudate 

nucleus, and substantia nigra. Behavioral results revealed the presence of risk-averse and risk-

neutral individuals. In parallel, brain signals revealed modulation of activity by risk-attitude 

during choice. Correlations between risk-seeking attitudes and neural activity during risky choice 

were obtained in superior and inferior frontal gyri, medial and lateral orbitofrontal cortex, and 

parahippocampal gyrus, while correlations with risk-averse attitudes were found in the caudate. 

The dynamics of neural responses relevant to each stage of the task (decision, anticipation, 

outcome) were investigated via timeseries and conjunction analyses. Though the networks 

engaged in each of the task stages were mostly distinct, regions of ACC, PCC and caudate were 

consistently activated during each decision-making phase. These results demonstrate (1) that 

subjective assessments of risk, as well as individual attitudes toward risk, play a significant role in 

modulating activity within brain regions recruited during decision-making, and (2) that ACC, PCC 

and caudate are relevant during each phase of a decision-making task requiring subjective 

valuations, strengthening the role of these regions in self-referential subjective valuations during 

choice.
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1. Introduction

The majority of our everyday decisions involve some level of risk. Decision-making under 

risk is a complex process and both cognitive and emotional factors are involved in the 

selection of goal-directed responses (Kahneman and Tverksy 1979; Loewenstein, et al. 

2001; Mellers 2000). In order to maximize rewards, a decision maker needs to evaluate 

alternative courses of actions whose outcomes are uncertain. According to classical expected 

utility theory, the standard microeconomic model of choice under risk, such valuations 

involve estimations of the reward magnitude and likelihood with which some outcome can 

be obtained. The multiplicative product of objective reward magnitude and likelihood is 

referred to as expected value (Bernoulli 1958; von Neumann and Morgenstern 1944). 

Expected Utility Theory (EUT) has proven to be a useful construct for predicting animal and 

human choices (Camerer 2003). Importantly, the utility of obtaining a given outcome can be 

influenced by subjective factors determining the “moral”, or subjective, value of a lottery 

(Kable and Glimcher 2007; Schunk and Betsch 2006; Trepel, et al. 2005). An influential 

factor is a person's preference for risk. Results from previous research indicate that most 

people show risk-averse attitudes when gambling for monetary gains, which is reflected by a 

concave utility function (Abdellaoui 2000; Gonzales and Wu 1999; Tversky and Fox 1994). 

Various experiments, however, have reported heterogeneity in risk-attitudes across 

individuals (e.g. Fetherstonhaugh, et al. 1997; Huettel, et al. 2006; Schunk and Betsch 

2006). Results from these experiments support the notion that individuals not only estimate 

expected value, but more importantly, they seem to weigh these estimates by subjective 

factors, such as risk preference (Kahneman and Tversky 1979; Schunk and Betsch 2006) 

and the anticipated pleasure (Mellers 2001) and dread (Berns, et al. 2006) of the outcome. 

Due to the subjective nature of these variables, these estimates can vary from person to 

person and thus influence individual's decisions to different degrees. Such heterogeneity in 

risk attitudes across individuals has been demonstrated in behavioral economics and 

neuroeconomics (e.g. Barsky, et al. 1997; Beetsma and Schotman 2001; Huettel, et al. 2006; 

Kachelmeier and Shehata 1992; Schunk and Betsch 2006).

In the current experiment, we set out to investigate the neural correlates of individual 

differences in risk attitude employing a two-choice financial decision-making task between 

lotteries involving risk. This task is well-established in behavioral economics and allows for 

the extraction of factors that can influence choice, particularly risk preference. Here, we 

created a setting within which participants were asked to make binary choices between 

lottery pairs of equal expected value. Lotteries varied in reward magnitude and winning 

probability, such that one of the lotteries yielded a higher pay-off at a comparatively large 

risk, while the other yielded a lower payoff, but involving less risk. Because in the context 

of the current paradigm decisions were not influenced by the expected value of lotteries, 

which was equal for all decisions, but by subjective factors involved in participant's 

valuations of lottery pairs, e.g. risk attitude, we created a setting ideal for investigating the 

neurobiological basis of individual differences in risk preference. We extracted risk 

preference from participants' choices during scanning using nonlinear logistic regression. 

This approach provided individualized risk preference parameters, which characterize the 

curvature of participants' utility functions. We then examined the neural basis of risk 
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preference by regressing each participant's behavioral risk preference parameter against 

neural activations during risky choice. Finally, we investigated activation patterns in these 

regions separately for risk-averse and risk-seeking individuals to illustrate differential 

activation patterns as a function of risk attitude.

In the second part of this paper, we made use of the event-related fMRI design employed in 

the current experiment to investigate potential differences and similarities in networks 

recruited during component phases of decision-making under risk (Figure 1). Component 

phases include (1) a selection phase during which choices between the two lotteries were 

made, (2) reward anticipation and (3) the outcome phase, during which the outcome of the 

chosen gamble was presented resulting in either receipt or omission of the anticipated cash 

reward (e.g. Ernst, et al. 2004; Knutson, et al. 2001a; Knutson, et al. 2000). While previous 

research has dissociated different phases of decision-making under uncertainty (e.g. Liu, et 

al. 2007; for review see also Knutson and Cooper 2005), to our knowledge, this is the first 

study on decision-making under risk investigating the dynamics of all three task phases.

The selection phase requires the evaluation of sensory input based on prior knowledge and 

experiences made in similar situations (Platt 2002). A course of action is then chosen from 

potential alternatives. During this evaluatory period, an anticipation of the potential outcome 

is formed on the basis of probabilities of expected outcomes and the magnitude of the 

reward in conjunction with previous experiences (Ernst, et al. 2004; Mellers 2001; Platt and 

Glimcher 1999). Based on previous research on risky decision-making (e.g. Cohen and 

Ranganath, 2005; Huettel et al., 2005; Paulus and Frank, 2006; Preuschoff et al., 2006), we 

expected the choice evaluation network to include anterior insula, the anterior cingulate 

cortex, ventral and dorsal striatum, and posterior cingulate and orbitofrontal cortex. During 

the second phase, reward anticipation is maintained until the outcome period and typically 

involves activation of ventral striatum, whose importance in computing reward expectancy 

has been demonstrated by both monkey electrophysiology (Mirenowicz and Schultz 1996; 

Schultz, et al. 1992; Schultz, et al. 1997) and human neuroimaging studies (e.g. Knutson, et 

al. 2001a; Knutson, et al. 2005). We also expected to observe activations in areas involved 

in sustained attention, such as parietal cortex (Corbetta, et al. 2000; Engelmann et al., 2009; 

Hopfinger, et al. 2000; Pessoa, et al. 2002). Finally, during the outcome period, risk is 

resolved and an evaluation of the obtained result takes place. This involves a comparison 

between the expected outcome and the actual outcome. The discrepancy between expected 

and obtained outcomes forms the prediction error, which is a key term in computational 

models of reinforcement learning (Montague and Berns 2002; Montague, et al. 2004; 

Schultz and Dickinson 2000). The reward prediction error provides the basis for adjustments 

of future behavior and reward expectation (e.g. Hollerman, et al. 1998; McClure, et al. 2003; 

O'Doherty, et al. 2003b; Seymour, et al. 2004) and has been shown to engage ventral 

striatum (McClure, et al. 2003; Menon, et al. 2007; O'Doherty, et al. 2003b) and 

orbitofrontal cortex (O'Doherty, et al. 2003b).

To extract the network encoding risk preference during choice, we sorted trials based on the 

decisions made by subjects and then probed for brain regions showing linear increases in 

activation as a function of relative risk-level selected by participants during decision and 

anticipation phases. We hypothesized that risky choices between lotteries of equal expected 

Engelmann and Tamir Page 3

Brain Res. Author manuscript; available in PMC 2015 March 09.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



value would lead to differential brain activations in regions encoding subjective valuations 

concerning a trade-off between risk-level and gain magnitude of the chosen lottery. In order 

to examine the relative involvement of each area during different phases of our task, we 

investigated activation patterns within each of the task phases using deconvolved time 

courses spanning the entire trial length. This allowed us to examine whether regions 

activated during one phase also showed increased activations during other phases. Results 

from time course analyses were corroborated by conjunction analyses, which allowed us to 

inspect the relative spatial overlap between activation clusters observed in different task 

phases.

2. Results

Behavior

Risk-sensitivity was assessed by fitting nonlinear logistic regression to each participant's 

choices collected during scanning. We computed the curvature of the utility function, as 

outlined in detail above, which yielded a median α of 1.0766 (mean = 0.8796, range: 0.2603 

to 1.2808). This finding indicates that most participants in the current study were risk-

neutral to mildly risk-seeking, while a subsample was risk-averse (Figure 2, Table 2). 

Importantly, our results demonstrate a range of risk-attitudes that include risk-aversion, risk-

neutrality and mildly risk-seeking attitudes and are apparent in both αvalues estimated by 

nonlinear logistic regression and proportion of risky choices. These results are in agreement 

with previous research (e.g. Fetherstonhaugh, et al. 1997; Schunk and Betsch 2006) and 

underline the importance of subjective factors in economic choice in the context of the 

current experiment. Finally, no significant reaction time differences were obtained [Mean 

RTs: 1147ms (CO), 1180ms (LR), 1179ms (HR)]. Taken together, our behavioral data 

demonstrate heterogeneity in risk attitude in accordance with previous findings (e.g. Schunk 

and Betsch 2006; Tversky and Kahnemann 1981).

fMRI

(1) Neural correlates of risk preference during choice—In this part, we report 

results on the neural correlates of relative behavior risk during the decision period. First, we 

outlined a network of structures that showed significant activation increases as a function of 

the selected risk level during choice. We then considered a separate network in which 

activity is modulated by individual differences in risk preference. Finally, we investigated 

activation patterns in this network separately for risk-averse and risk-seeking individuals in 

order to illustrate differential activation patterns as a function of risk attitude.

Decision phase activations as a function of risky choice: As predicted by our hypothesis, 

areas that encoded relative behavioral risk during the decision phase of the current task were 

obtained in a network of structures typically associated with conflict monitoring, such as the 

anterior cingulate cortex, task control and selection of action sets, such as the superior 

frontal gyrus (including activation centers in BA6, BA8, BA9) and right posterior cingulate 

cortex, and reward processing, such as the caudate nucleus and an area in the brainstem that 

is consistent with the substantia nigra (Figure 3A). Increased activations were also obtained 

in the thalamus, as well as regions associated with visual and attentional processing 
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including precuneus, middle occipital gyrus, parahippocampal gyrus and fusiform gyrus 

(Table 3). To illustrate activation patterns within regions encoding relative behavioral risk 

during choice, time series were extracted for each subject as a function of CHOICE (control, 

low-risk and high-risk choice) and are shown in Figure 3B. Patterns reflected in 

deconvolved time courses show increased activations around the expected peak during the 

decision phase as a function of risk-level, with a large peak during risky decisions, a smaller 

peak during low-risk decisions, and a further decrease in peak BOLD responses during 

control choices. This activation pattern indicates that these regions are involved in risky 

decision-making. This is further supported by trend analyses of mean peak activations 

indicating significant linear increases as a function of relative behavioral risk in the network 

of structures shown in Figure 3C: posterior cingulate cortex [F(1,8) = 111.18, p < 0.001, η2 

= 0.933], anterior cingulate cortex [F(1,8) = 79.238, p < 0.001, η2 = 0.908], caudate nucleus 

[F(1,8) = 18.672, p < 0.005, η2 = 0.70], substantia nigra [F(1,8) = 34.92, p < 0.001, η2 = 

0.814], and superior frontal gyrus [BA6: F(1,8) = 28.046, p < 0.001, η2 = 0.778; BA8: 

F(1,8) = 26.108, p < 0.001, η2 = 0.765; BA9: F(1,8) = 26.110, p < 0.001, η2 = 0.765]. These 

findings were supported by ROI analyses of the parametric effects of risk, which indicate 

that mean regression coefficients were significantly greater than zero in all regions (Table 

3).

We also investigated the effect of scanning environment on these activation patterns in 

regions of interest. Except for two areas (PCC, SFG/BA9), no significant effects of the 

factor SESSION were obtained. In the PCC, a near-significant main effect of SESSION was observed 

[F(1,8) = 8.696, p = 0.016, η2 = 0.521], with greater mean activation in the BrU sample 

(0.167) compared to the IU sample (0.094). No significant interactions with the factor SESSION 

were observed, indicating that this factor did not affect activation trends within the PCC. In 

the SFG/BA9, we did obtain a near-significant interaction between CHOICE and SESSION [F(1,8) = 

9.255, p = 0.016, η2 = 0.536], indicating different trends of activation within different 

scanning environments. We therefore performed separate trend analyses on our two samples 

and found a significant linear trend for the IU sample [F(1,5) = 31.578, p < 0.005, η2 = 

0.863], while the BrU sample did not show a significant linear trend [F(1,3) = 3.754, p = 

0.148, η2 = 0.556]. Mean activations within each condition show that, even in the BrU 

sample, this area still distinguished between high-risk decisions versus low-risk and control 

decisions (CO: 0.141, LR: 0.131, HR: 0.182). This is most likely due to the presence of an 

equal amount of risk-seeking and risk-averse individuals in the BrU sample (see Table 2, 

Figure 5). These 2 groups show opposite activation patterns (Figure 5) that may average out 

the linear trend in the BrU sample. Taken together, these findings indicate that differences in 

scanning environments had a negligible effect on activation trends during the decision phase 

of the current study.

Neural correlates of risk preference: Next, we investigated the extent to which individual 

differences in activations during risky decision-making were related to individual 

differences in behavioral risk preference by correlating participants' risk-aversion parameters 

estimated using nonlinear logistic regression with BOLD responses due to relative 

behavioral risk. As shown in Figure 4, areas whose neural responses during risky choice 

were significantly modulated by risk preference included medial orbitofrontal cortex, right 
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superior frontal gyrus, left inferior frontal gyrus, bilateral BA47, caudate and bilateral 

parahippocampal gyrus (see also Table 4). Scatterplots shown in Figure 4 illustrate 

activation patterns within this network, showing average regression coefficients (beta 

weights) for the contrast comparing high-risk to control choice plotted as a function of 

participants' risk preference together with the line of best fit. Partial correlation analyses, 

controlling for the effect of session, indicated significant positive modulations of neural 

responses during risky choice by behavioral risk preference in the following network of 

structures: medial orbitofrontal cortex (r = 0.9902, p < 0.001), right superior frontal gyrus (r 

= 0.9413, p < 0.001), left inferior frontal gyrus (r = 0.9359, p < 0.001), bilateral BA47 (left: 

r = 0.961, p < 0.001; right: r = 0.889, p < 0.001) and bilateral parahippocampal gyrus (left: r 

= 0.9421, p < 0.001; right: r = 0.9322, p < 0.001). Significant negative modulations of neural 

responses during risky choice by behavioral risk preference were obtained in the right 

caudate nucleus (r = −0.9392, p < 0.001). Of note, a region in right anterior insula (peak 

voxel at 34,10,14; Max t: 5.59) also showed negative modulations of BOLD responses 

during risky decisions by risk preference, but did not survive the selected cluster-size 

threshold at the selected a-value. These findings indicate that activations during risky choice 

were modulated by subjectwise parameters reflecting individual differences in risk 

preference. These findings were corroborated by confirmatory bootstrap analyses on 

Pearson's rho (see Table 4). Specifically, bootstrap analyses were conducted on Pearson's 

rho in all regions of interest without replacement (N=10, 10000 repetitions). Except for two 

regions, namely orbitofrontal gyrus and thalamus, correlation coefficients in all of these 

areas surpassed the alpha level of 0.05, as indicated by mean rho values falling within the 

95% confidence intervals, which were estimated using the corrected and accelerated 

percentile method (Table 4).

ROI analyses of areas showing activation differences as a function of behavioral risk 
preference: The scatterplots shown in Figure 4 and the behavioral data shown in Table 2 

indicate a clustering of the data into participants that are risk-neutral to mildly risk-seeking 

(risk seekers) and participants that are risk-averse (risk averters). To confirm such 

clustering, we conducted cluster analysis on each individual's mean activation of the entire 

risk preference network outlined in the previous section and risk aversion parameter (a). 

Cluster analysis confirmed the division of the data set into two categories: risk seekers (n=7) 

vs. risk averters (n=3, Figure 5A). An independent samples t-test, indicating a significantly 

greater mean a for risk seekers (1.129) compared to risk averters (0.298), further verified 

this clustering [t(8) = 12.87, p < 0.001).

To investigate the extent to which brain responses in these areas distinguished between risk 

averters and risk seekers, we conducted ROI analyses. First, mean responses during control, 

low-risk and high-risk choices were extracted for each group. We then probed for 

differences in activation trends across risk seekers and risk averters in the network of 

structures showing a positive correlation with behavioral risk preference. The caudate 

nucleus, which showed a negative correlation with behavioral risk preference, was analyzed 

separately. In particular, we probed these regions for a significant interaction between CHOICE 

and GROUP using linear trend analysis. Such interaction is indicative of activation pattern 

differences as a function of GROUP. When considering activity in the whole network (Figure 
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5B), linear trend analysis yielded a significant interaction between CHOICE and GROUP, indicating 

significant differences in linear trends as a function of risky choice in risk averters and risk 

seekers [F(1,8) = 198.61, p < 0.001, η2 = 0.96]. To further investigate the nature of this 

interaction, a one-way between-subjects ANOVA was conducted at each risk-level (control, 

low-risk, high-risk). Significantly greater mean activation in the network for risk-seekers 

(0.772) compared to risk averters (0.293) was obtained in the high-risk condition [F(1,8) = 

5.516, p < 0.05, η2 = 0.41]. No significant group differences were obtained during control 

and low-risk choices. When considering activity in the caudate nucleus, trend analyses 

revealed a similar interaction, but in the opposite direction [F(1,8) = 6.32, p < 0.05, η2 = 

0.44] (Figure 5C). A one-way between-subjects ANOVA revealed significantly greater 

mean activation when participants selected the high-risk option for risk averters (0.163) 

compared to risk seekers (0.065) [F(1,8) = 5.477, p < 0.05, η2 = 0.41], while no other 

significant group differences were obtained. Figure 5B shows mean activity in the whole 

risk preference network and Figure 5C shows activity in the caudate nucleus. Of note, 

compared to network activations, opposite activation patterns were observed in the caudate, 

with activity increasing as a function of risky choice in risk averters, while this was not the 

case for risk-seeking individuals.

Finally, we investigated individual ROIs in the risk preference network. Trend analyses 

indicated that all regions showed a significant interaction between CHOICE and GROUP, however, a 

subset of regions showed maximally different activation patterns across these two groups. 

These regions either showed significant group differences during control or high-risk 

choices, indicative of activity decreasing as a function of risky choice in risk averters, while 

activity increased as a function of risky choice in risk seekers. Such activation patterns were 

observed in left BA47, with significantly greater activity for risk averters (0.543) compared 

to risk seekers (0.10) in the control condition and near-significantly smaller activity during 

high-risk choices for risk averters (−0.477) compared to risk seekers (0.107) [CO: F(1,8) = 

8.041, p < 0.05, η2 = 0.50; HR: F(1,8) = 4.897, p = 0.058, η2 = 0.38]. In medial orbitofrontal 

cortex and putamen, significant group differences were obtained during high-risk choices 

[mOFC: HR: F(1,8) = 6.027, p < 0.05, η2 = 0.43; putamen: HR: F(1,8) = 8.096, p < 0.05, η2 

= 0.50], with risk seekers (mOFC: 0.549, putamen: 0.318) showing significantly greater 

activity than risk averters (mOFC: -0.344; putamen: −0.578). Finally, superior frontal gyrus 

showed a significant group effect during high-risk choices [F(1,8) = 5.494, p < 0.05, η2 = 

0.41], with greater activity obtained for risk seekers (−0.161) compared to risk averters 

(−0.56).

(2) Differences and similarities in networks recruited by task stages—In this 

part, we report results on similarities and differences of activation patterns during 

component phases of the decision-making process. Specifically, we isolated networks of 

brain structures responsible for financial decisions under risk during decision, anticipation 

and outcome phases and investigated temporal dynamics and spatial overlap between 

activations in each of these phases.

Decision phase: The decision-making network, showing increased activity as a function of 

relative behavioral risk, consisted of anterior cingulate cortex, superior frontal gyrus, right 
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posterior cingulate cortex, caudate nucleus, substantia nigra, as well as precuneus, middle 

occipital gyrus, parahippocampal gyrus and fusiform gyrus (Figure 3A). Activation patterns 

reflected in time series not only show an initial peak during choice, but also a second peak 

during the outcome period for all areas shown in Figure 3B. This indicates an involvement 

of these areas in processing outcome-related information, i.e. whether a decision resulted in 

winning or losing. However, these areas no longer distinguish between selected risk-level 

during the outcome phase, as expected from this phase constituting a resolution of whether 

risky choice paid off or not. Additionally, for the PCC and to some extent the SFG, a 

somewhat sustained response during the anticipation period can be observed that maintains 

the order of risk-level selected during choice. This result is supported by the finding that an 

adjacent region of the PCC encodes risk-level during anticipation, implicating this area not 

only in the selection of risky lotteries, but also in the anticipation of resulting outcomes.

Anticipation phase: During anticipation, areas that encoded risk-level of choice include the 

anterior cingulate cortex, posterior cingulate cortex, inferior parietal lobe, inferior temporal 

gyrus and globus pallidus extending into putamen (Figure 6A, Table 5). Activation patterns 

within these regions are shown in Figure 6B and indicate that these areas are involved in 

anticipating the outcome of choices with differing relative behavioral risk. All of these areas 

show increased activations as a function of risk during the anticipation period, as 

demonstrated by deconvolved time courses and supported by trend analyses of mean peak 

activations shown in Figure 6C. Trend analyses yielded the following results for: posterior 

cingulate cortex [F(1,8) = 34.408, p < 0.001, η2 = 0.775], left anterior cingulate cortex 

[F(1,8) = 17.352, p < 0.005, η2 = 0.684], right anterior cingulate cortex [F(1,8) = 19.605, p < 

0.005, η2 = 0.71], inferior parietal lobule [F(1,8) = 27.549, p < 0.001, η2 = 0.775], globus 

pallidus [F(1,8) = 14.095, p < 0.007, η2 = 0.638], and inferior temporal lobe [F(1,8) = 

78.629, p < 0.001, η2 = 0.908]. These findings were supported by ROI analyses of the 

parametric effects of risk during anticipation, which indicate that mean regression 

coefficients were significantly greater than zero in all regions (Table 5).

As done for the decision phase, we also investigated the effect of scanning environment on 

these activation patterns. Significant effects of scanning environment were found within left 

and right anterior cingulate cortex, globus pallidus, and inferior temporal lobe. Specifically, 

a significant interaction between CHOICE and SESSION was observed in both left and right anterior 

cingulate cortex [left ACC: F(1,8) = 13.092, p < 0.007, η2 = 0.621; right ACC: F(1,8) = 

13.607, p < 0.007, η2 = 0.63], indicating different activation trends within different scanning 

environments. As done for the decision phase, we performed separate linear trend analyses 

on our two samples and found a significant linear trend for the IU sample in both areas [left 

ACC: F(1,5) = 32.436, p < 0.005, η2 = 0.866;right ACC: F(1,5) = 56.143, p < 0.001, η2 = 

0.918], while the BrU sample did not show a significant linear trend [left ACC: F(1,3) = 

0.173, p = 0.705, η2 = 0.055; Means: CO: −0.013 ,LR: 0.000 , HR: −0.003; right ACC: 

F(1,3) = .157, p = 0.718, η2 = 0.050; Means: CO: −0.008, LR: −0.024, HR: 0.002]. Near-

significant interactions between CHOICE and SESSION were obtained in globus pallidus and inferior 

temporal lobe [GP: F(1,8) = 8.46, p = 0.02, η2 = 0.514; ITL F(1,8) = 8.766, p = 0.018, η2 = 

0.523]. Separate linear trend analyses were conducted for our two samples, results of which 

indicated a significant linear trend for the IU sample in both areas [GP: F(1,5) = 137.409, p 
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< 0.001, η2 = 0.965; ITL F(1,5) = 56.813, p < 0.001, η2 = 0.919], while, for the BrU sample, 

this trend persisted in the ITL at near-significant levels [F(1,3) = 21.758, p = 0.013, η2 = 

0.906; Means: CO: −0.38 LR: 0.10 HR: 0.86], but not in the GP [F(1,3) = 0.128, p = 0.774, 

η2 = 0.041; Means: CO: −0.36, LR: −0.008, HR: −0.19]. Finally, a significant main effect of 

SESSION was observed in the GP [F(1,8) = 16.143, p < =.007, , η2 = 0.669], with greater mean 

activation in the IU sample (0.113) compared to the BrU sample (−0.21). As mentioned 

above, one explanation for these minor differences in activation trends in IU and BrU 

samples is the presence of an equal amount of risk-seeking and risk-averse individuals in the 

BrU sample, which show opposite activation patterns that may average out. Taken together, 

these findings indicate that differences in scanning environments had an effect on activation 

trends within a subset of areas activated during the anticipation phase in the current study, 

i.e. ACC and globus pallidus, indicating that within these areas, trends were driven mostly 

by the more risk-seeking IU sample.

Deconvolved time courses within the PCC, shown in Figure 6B, show that after an early 

peak during the decision phase, activation is maintained during the anticipation phase such 

that activation increases linearly as a function of relative behavioral risk during this period. 

A slight peak can be observed during the outcome phase during which relative ordering of 

chosen risk-level is maintained. This indicates that the PCC is involved in all stages of the 

decision-making task employed in the current experiment. However, in the area of the PCC 

that activates maximally during anticipation (Figure 6A), distinction between risk-level 

occurs only from late decision till early outcome periods and is at its peak during 

anticipation, implicating this subregion of the PCC mainly in reward anticipation. A similar 

time course can be observed in the ACC, whose activation patterns show two peaks during 

decision and outcome periods and maintain distinction between risk-level of choice during 

the anticipation period. Of note, subregions of ACC and PCC shown here are adjacent to, 

and show some overlap with, activation clusters obtained during the decision period, as 

illustrated in Figure 8. The inferior parietal lobule shows an activation pattern indicative of 

its involvement primarily in anticipation and outcome periods. Activation that increases with 

relative behavioral risk during anticipation can be observed, indicating that this area risk 

during the anticipation period. This is no longer the case during the outcome period. Finally, 

the time course of the globus pallidus follows a similar pattern during the anticipation period 

only, showing increased activations as a function of relative behavioral risk.

Outcome phase: In agreement with previous research (e.g. Knutson, et al. 2001b; Tricomi, 

et al. 2004; Zink, et al. 2004), the contrast of winning versus losing revealed enhanced 

activations after winning in a wide network of structures including, but not limited to, 

striatal areas typically associated with reward processing such as left ventral striatum 

(including nucleus accumbens), bilateral caudate nucleus and putamen, frontal areas such as 

ventral and middle anterior cingulate cortex, middle frontal gyrus (BA10), and posterior 

cingulate cortex, and due to the visual nature of this phase of the task, bilateral lingual gyrus 

and left occipital gyrus, as well as attentional areas including frontal eye fields, superior 

parietal lobule, inferior parietal lobule and precuneus (Figure 7A). Time courses within a 

subset of these areas are shown in Figure 7B and demonstrate increased activations after 

winning compared to losing during the expected peak in the outcome phase. Mixed 
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ANOVAs were conducted to investigate the increase in activations after winning compared 

to losing and, additionally, potential effects of scanning environment. Significantly greater 

BOLD responses after winning compared to losing were obtained in the following areas 

shown in Figure 7C: ventral ACC [F(1,8) = 209.094, p<0.001, η2 = 0.963], PCC [anterior: 

F(1,8) = 46.659, p<0.001, η2 = 0.854; posterior: F(1,8) = 92.146, p<0.001, η2 = 0.92], 

ventral striatum [F(1,8) = 30.546, p<0.001, η2 = 0.793], and frontal eye fields [F(1,8) = 

19.655, p<0.005, η2 = 0.711], with a near-significant effect in middle ACC [F(1,8) = 5.796, 

p = 0.043, η2 = 0.420]. Significant effects of scanning environment were found within 

ventral anterior cingulate cortex and ventral striatum as indicated by a significant interaction 

between OUTCOME and SESSION in VACC: [F(1,8) = 43.717, p < 0.001, η2 = 0.845] and a near 

significant interaction in vSTR [F(1,8) = 9.695, p = 0.014, η2 = 0.548]. As done for the 

previous two phases, we further investigated these effects by conducting separate tests for 

each of the samples. Pairwise t-tests indicated a significant increase in activation after 

winning in ventral ACC for the IU sample and a near-significant increase for the BrU 

sample [IU: t(5) = 24.731, p < 0.001; BrU: t(3) = 3.665, p = 0.35], but only for the IU 

sample in ventral striatum [IU: t(5) = 7.560, p < 0.001; BrU: t(3) = 1.364, p = 0.266]. It has 

to be noted, however, that BOLD responses in both regions followed the expected trend, 

with greater responses after winning compared to losing [vACC: won = −0.026, lost = −.

072; vSTR: won = 0.41, lost = −0.006]. Taken together, these findings indicate that 

differences in scanning environments had a negligible effect on activation trends during the 

outcome phase in the current study.

Patterns apparent in deconvolved time courses within PCC and ACC show little 

involvement during other phases as a function of winning, while vSTR and FEF show 

additional peaks during the decision period. Interestingly, when subjects lost, large increases 

in activation after termination of the outcome phase can be observed in PCC and FEF. These 

increases occur just before the onset of the next trial and may therefore indicate a 

preparatory attentional signal in FEF and PCC that is influenced by the affective salience of 

having lost on the current trial.

Areas of overlap between task phases: The temporal `overlap' between phases apparent in 

time courses shown in Figures 3B, 6B and 7B indicated that some areas, particularly ACC, 

PCC and caudate nucleus, were recruited during multiple phases of our decision-making 

task. This raises the question to what extent these areas overlap spatially. To further 

investigate the relative involvement of these areas in different phases of the decision-making 

task employed in the current experiment, we compared activations exhibited during each of 

the task phases with those of all other task phases using conjunction analysis (Figure 8, 

activations during each phase thresholded at p=0.01 are shown in the following colors: 

decision: red, anticipation: green, outcome: blue, overlap between task phases is illustrated 

by blending these colors, see SM table 3 for extent and coordinates of overlap). As expected 

from time series analyses, regions of overlap included the anterior and posterior cingulate 

cortices, which showed significant activations throughout all task phases, as well as the 

caudate nucleus. The largest overlap between ACC and PCC was observed in comparisons 

of decision with anticipation periods (Figure 8A). Additional overlap was observed in the 

thalamus and right caudate. When comparing activations during anticipation and outcome 
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periods, overlap was also found in ACC and PCC, and, additionally, in the right caudate 

nucleus (Figure 8B). Finally, decision and outcome periods showed overlap in PCC and two 

regions of ACC (middle and ventral), as well as left caudate, right ventral striatum and 

cuneus and precuneus. These findings indicate that, at a threshold of p = 0.01, there was 

considerable overlap between a subset of areas active during different task phases, 

particularly in the anterior and posterior cingulate cortex and with less consistency, the 

caudate nucleus. The extent of this overlap was decreased to a few voxels in ACC, PCC and 

caudate when the threshold was lowered to p = 0.001 (Figure 8D). Taken together, these 

findings indicate that a subset of areas is recruited throughout all task phases. These areas, 

however, interact with different regions that are recruited exclusively during each of the task 

phases.

3. Discussion

In the current study, we investigated the neural correlates of subjective valuations during 

financial choice. Participants chose between lottery pairs of identical expected value, but 

with varying levels of risk and reward, offering a choice between a lottery yielding a higher 

pay-off at a comparatively large risk or a competing lottery yielding a lower payoff but 

involving less risk. Since expected value was constant across all lotteries, decisions were 

mainly influenced by participants' risk preferences. Behavioral results revealed a continuum 

of risk attitudes that ranged from risk-seeking to risk-averse. Brain signals revealed that 

activity in a set of regions previously associated with risky choice showed increased activity 

when subjects chose options with greater relative behavioral risk. Furthermore, responses 

during choice were modulated by participants' risk preferences and a network of structures 

showed activation patterns that maximally differentiated between risk-averse and risk-

neutral participants. These findings underline the importance of subjective factors during 

financial choice, leading to heterogeneous risk preferences that significantly impact brain 

responses during choice.

Neural correlates of risk preference during choice

Participants risk attitudes, extracted from choices made on using nonlinear logistic 

regression, varied between risk-averse and mildly risk-seeking preferences. The 

heterogeneity in risk preferences evident in the current behavioral results not only agrees 

with previous findings from neuroimaging and behavioral experiments (e.g. 

Fetherstonhaugh, et al. 1997; Huettel, et al. 2006; Kable and Glimcher 2007; Schunk and 

Betsch 2006), but underlines the importance of subjective factors in decision-making. To 

investigate how risk preferences expressed during choice manifest neurally, we probed for 

areas that encode relative behavioral risk during choice, such that increased risk-level in 

participant's choices was associated with a parallel linear increase in BOLD activity of 

structures within this network. Activation patterns apparent in deconvolved time series 

showed such increased BOLD responses as a function of relative behavioral risk, which was 

supported by trend and parametric ROI analyses, in a network that included regions 

typically associated with conflict monitoring, such as the anterior cingulate cortex, task 

control and selection of action sets, such as the superior frontal gyrus and posterior cingulate 

cortex, reward processing, such as the caudate nucleus and an area in the brainstem that is 
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consistent with the substantia nigra, as well as visual and attentional areas such as 

precuneus, middle occipital gyrus, parahippocampal gyrus and fusiform gyrus. These 

findings confirm results from previous studies implicating similar networks in risky 

decision-making (Ernst, et al. 2004; Eshel, et al. 2007; Huettel 2006; Huettel, et al. 2005; 

Paulus, et al. 2005; Paulus and Frank 2006; Paulus, et al. 2001; Rogers, et al. 1999; Rogers, 

et al. 2004; Tobler, et al. 2007). Our results extend previous research by suggesting a 

fundamental role of these nodes in representing risk preference during economic decision-

making in an experimental setting that emphasized subjective valuations during choice. 

Furthermore, our activation maps show overlap with a network of structures implicated in 

processing subjective value during intertemporal choice in a recent study, including medial 

prefrontal cortex, posterior cingulate cortex and striatum (Kable and Glimcher 2007). The 

current results extend these findings by demonstrating that risk preferences revealed during 

decision-making under risk are processed in a similar network during a task not involving 

intertemporal choice.

We furthermore investigated whether individual differences in risk attitude modulated 

activations during risky decision-making. To obtain an estimate of participants' risk attitude, 

we extracted the curvature of the utility function from choices made during scanning using 

nonlinear logistic regression. We regressed this parameter against activity showing a linear 

increase in activity as a function of relative behavioral risk during choice. Significant 

correlations with activations during risky decision-making were obtained in a network 

partially overlapping with the network involved in risky choice described above, including 

IFG, SFG, medial OFC, bilateral OFC/VLPFC (BA47) and caudate nucleus. Additional 

regions showing significant modulation by risk preference during decision-making included 

hippocampus, parahippocampal gyrus, putamen and lingual gyrus. All regions within this 

network, with the exception of the caudate, showed a positive correlation with behavioral 

risk preference, indicating that increased activity within this network during risky choice 

predicted participants' propensity to take higher risks for larger payoffs. These results 

demonstrate that activity in structures previously implicated in risk-taking behavior (e.g. 

Ernst, et al. 2004; Eshel, et al. 2007; Huettel 2006; Rogers, et al. 1999; Rogers, et al. 2004; 

Tobler, et al. 2007; Vorhold, et al. 2007) were modulated by risk-attitude. In particular, our 

results demonstrate increased activations as a function of relative behavioral risk in this 

network of structures when risk-seeking individuals made risky choices, while activity 

decreased when risk-averse individuals made risky choices (Figure 5B). The network of 

structures modulated by individual differences in risk attitude showed significant overlap 

with circuits previously implicated in cognitive control, response inhibition and cognitive 

flexibility (IFG, BA47, SFG) (Bush, et al. 2002; Casey, et al. 2001; Nagahama, et al. 1999; 

O'Doherty, et al. 2003a; Tanaka, et al. 2008). Increased activations in participants expressing 

risk-neutral to mildly risk-seeking behavior were observed in these regions, suggesting 

increased engagement of cognitive control processes. Interestingly, a risk-seeking choice 

strategy could lead to the highest potential total gain in the context of the current 

experiment. This strategy may therefore be the preferred approach for “deliberate” decision-

makers and may require successful suppression of negative anticipatory emotions in order to 

maximize gain (Schunk and Betsch 2006). In accordance with this interpretation, increased 

activation in this network may be related to increased employment of cognitive control and 
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emotion regulation strategies, as previously shown (Delgado, et al. 2008; Ochsner, et al. 

2004a; Ochsner, et al. 2004b).

Significant negative modulations of neural responses during risky choice by behavioral risk 

preference, on the other hand, were obtained in the right caudate nucleus. This result 

demonstrates increased activation as a function of selected risk-level when risk-averse 

individuals engaged in risky choice and shows the opposite activation pattern for risk-

seeking individuals (Figure 5C). The caudate nucleus is typically thought to be involved in 

reward-related processing (e.g. Delgado, et al. 2005a; Delgado, et al. 2005b; Delgado, et al. 

2004; Tricomi, et al. 2004; Zink, et al. 2003; Zink, et al. 2004). Increased activity in this 

area may therefore be related to increased payoff magnitude, which, in the current study, 

was coupled with increased risk. Activity in the caudate nucleus may signal to risk-averse 

subjects that it may be worthwhile to take a risky option that is linked to a large potential 

payoff. We therefore tentatively suggest that, for risk-averse individuals to engage in risky 

decisions, activity in the caudate may need to exceed a certain threshold to override 

conservative default behaviors apparent in these individuals, which may be suppressed by 

engagement of emotion regulation strategies in risk-seeking individuals. Taken together, 

these results suggest that individual differences in risk attitude may be driven by differences 

in decision strategies, with risk-averse individuals basing choices mainly on affect, while 

risk-neutral individuals employ a more cognitive strategy that maximizes potential rewards.

Various prior studies have investigated individual differences in behavioral risk preference. 

Paulus et al. (2003) have demonstrated that activation in the anterior insula was related to 

participants' propensity to select a safe response following a punished response as well as 

participants' degree of neuroticism and harm avoidance, and, in a more recent study, 

intolerance to uncertainty (Simmons, et al. 2008). Furthermore, an area in the anterior 

cingulate has been shown to correlate with the degree to which participants were risk-

seeking for low probability prospects and risk-averse for high probability prospects (Paulus 

& Frank, 2006). Finally, activation in the ventral striatum has been shown to correlate with 

behavioral loss aversion (Tom, et al. 2007). A recent study by Tobler et al. (2007) showed 

that neural activations in two clusters within the orbitofrontal cortex distinguished risk-

seekers, as demonstrated by negative correlations with risk-aversion in medial OFC, from 

risk-averse individuals, as demonstrated by a positive correlation with risk-aversion in right 

lateral OFC. In the context of the current experiment, two networks distinguish between 

risk-averse and risk-neutral individuals. Specifically, positive correlations with risk-seeking 

attitudes were obtained in both bilateral and medial OFC and an extended network 

consisting of IFG, SFG, parahippocampal gyrus, putamen and lingual gyrus, while caudate 

nucleus, and to a lesser extent, anterior insula, correlated with risk-averse attitudes.

Neural correlates of risk preference during anticipation

To investigate how subjective preferences expressed during choice affect activations during 

the anticipation period, we probed for areas encoding risk-level of choice during this task 

phase. In accordance with results from the decision period, activation patterns apparent in 

deconvolved time series showed increased BOLD responses as a function of riskiness, 

which was supported by trend and parametric analyses, in a network of structures that 
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included the anterior cingulate cortex, posterior cingulate cortex, inferior parietal lobe, 

globus pallidus extending into putamen and inferior temporal gyrus. These results agree with 

findings from previous research, which demonstrated activations during the delay period of 

a decision-making task involving risk in medial prefrontal cortex, inferior parietal lobe and 

inferior frontal gyrus (Critchley, et al. 2001). Here we confirm results from prior studies by 

showing that risk modulates activity in ACC during anticipation. Our results also show that 

risk modulated activity in a distributed network of areas involved in anticipating potential 

gains including PCC, IPL and GP. This relative increase in network size in comparison to 

previous research may be due to the fact that, in the current study, subjects' choices directly 

affected risk-level and gain magnitude leading to increased control over obtaining a 

monetary outcome. Such response-contingency may lead to wider activations, as 

demonstrated for the caudate nucleus previously (Tricomi, et al. 2004), particularly in areas 

involved in attention (IPL), affect (PCC), as well as reward expectation (GP) during this task 

phase (see also McCoy and Platt 2005; Platt and Glimcher 1999).

A consistent result in both animal electrophysiology and human functional neuroimaging 

studies is the activation of ventral striatum, particularly nucleus accumbens, during the 

anticipation of rewarding outcomes (Breiter, et al. 2001; Knutson, et al. 2001a; Knutson, et 

al. 2001b; Knutson, et al. 2003; Knutson, et al. 2007). This finding was not replicated in the 

current experiment. The reason why we did not observe significant activations in ventral 

striatum during anticipation of gains in the current study may be due to task differences, as 

well as differences in statistical models of responses during the anticipation period, which 

probed for areas encoding riskiness selected during the decision period in the current 

experiment. One task that has consistently demonstrated significant BOLD responses in the 

nucleus accumbens is the monetary incentive delay task (MID), in a version of which 

subjects view a brief cue indicative of amount and probability of winning, wait for the 

duration of a delay, after which they are asked to respond to a brief target. Finally, subjects 

receive feedback indicating how much money was won or lost on a given trial (Knutson, et 

al. 2001a; Knutson, et al. 2001b; Knutson, et al. 2003; for a review see Knutson and 

Peterson 2005). While the outcome in the MID task is response-dependent, the response 

occurs after the anticipation period and, importantly, does not determine probability or 

magnitude of potential outcomes on a given trial. The task employed in the current study 

required participants to make a selection between lotteries of differing risk levels/outcome 

magnitudes before anticipation, to allow participants to express their preferences for a 

particular lottery. Importantly, neural responses during anticipation were modeled in terms 

of risk-level selected during choice and not in terms of the expected reward. Also of note, 

activations during this period were not driven by unpredictability in the current experiment 

(e.g. Berns, et al. 2001; Knutson, et al. 2001a), because activations were modeled in terms of 

selected risk-level of lottery pairs involving equal levels of unpredictability (e.g. 40% vs. 

60%; 90% vs. 10%). In this context, it appears that a separate area in striatum encodes 

preferred risk-level/reward magnitude selected during choice, namely globus pallidus. This 

interpretation is consistent with previous research implicating this structure in coding 

reward-related behaviors and reward expectation in both animal electrophysiology (Arkadir, 

et al. 2004; McAlonan, et al. 1993; Schultz, et al. 1992) and human neuroimaging studies 

(Aron, et al. 2005; Elliott, et al. 2000; Menon, et al. 2007).
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Outcome related brain signals

During the outcome phase, participants were informed about whether they won or lost. This 

phase constitutes a resolution of whether relative behavioral risk selected during the decision 

phase paid off and was therefore modeled in terms of winning versus losing. Significant 

activations showing increased BOLD responses after wining were obtained in a wide 

network of structures including, as expected, areas previously implicated in computing the 

reward prediction error, such as left ventral striatum (including nucleus accumbens), 

bilateral caudate nucleus and putamen. Furthermore, we found activations in frontal areas, 

such as ventral and middle anterior cingulate cortex extending into medial orbitofrontal 

cortex, middle frontal gyrus (BA10), and posterior cingulate cortex, and due to the visual 

nature of this phase of the task, bilateral lingual gyrus and left occipital gyrus, as well as 

attentional areas including frontal eye fields, superior parietal lobule, inferior parietal lobule 

and precuneus. These findings are largely in agreement with previous research (e.g. 

Knutson, et al. 2001b; Knutson, et al. 2003; Knutson and Peterson 2005; McClure, et al. 

2003; Menon, et al. 2007; O'Doherty, et al. 2003b; Tricomi, et al. 2004; Zink, et al. 2004).

Similarities and differences in activation patterns during different task phases

In order to investigate the potential involvement of regions showing significant BOLD 

activations during a particular task phase across multiple task phases, we conducted time 

course analyses. Time courses not only demonstrated increased responses as a function of 

risk during expected peak responses in decision and anticipation phases, but also showed 

that a subset of areas within each phase were involved in processing events in other phases. 

This observation was particularly consistent for the posterior (PCC) and anterior cingulate 

cortex (ACC), which both showed involvement during choice, followed by maintenance of 

activity reflecting risk during anticipation, and, finally, a second peak during the outcome 

phase. These findings are corroborated by conjunction maps showing spatial overlap 

between activation clusters in ACC and PCC, and, the caudate nucleus. This overlap was 

consistent across all task phases.

These findings indicate that a subset of adjacent and partially overlapping areas, particularly 

in ACC and PCC, is recruited throughout all trial phases and interact with different regions 

that are recruited exclusively during each of the task phases. While previous research has 

dissociated different phases of reward processing (e.g. Liu, et al. 2007; for review see also 

Knutson and Cooper 2005), to our knowledge, this is the first study on decision-making 

demonstrating that adjacent and overlapping areas of ACC, PCC and caudate nucleus are 

involved in all task phases, as evident from both time course and conjunction analyses. We 

suggest a role of these areas in self-referential subjective valuations that entail cognitive and 

affective components and persist throughout all task phases. Specifically, due to the 

involvement of ACC in conflict and performance monitoring (e.g. Bush, et al. 2000; Bush, 

et al. 2002; Kerns, et al. 2004; Krawczyk 2002; Ridderinkhof, et al. 2004), this area may be 

involved in mediating cognitive components of subjective valuations involving risk. 

Interestingly, an adjacent area in medial prefrontal cortex has previously been shown to be 

involved in self-referential states (Castelli, et al. 2000; Gusnard, et al. 2001). The PCC, on 

the other hand, has been implicated in emotional processing (e.g. Chandrasekhar, et al. 

2008; Maddock, et al. 2003; Small, et al. 2001; Vogt, et al. 2003; for reviews see Maddock 
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1999 and Vogt, et al. 2006), self-reflection and self-imagery (Johnson, et al. 2002; Kircher, 

et al. 2002; Kircher, et al. 2001; Phan, et al. 2004; Sugiura, et al. 2006; Sugiura, et al. 2005), 

as well as being part of a default network thought to involve self-referential internal dialog 

(Gusnard and Raichle 2001). We therefore suggest that this area may be involved in 

mediating affective components of subjective valuations involving risk. This interpretation 

is consistent with previous research implicating these structures in (1) tracking subjective 

value of delayed monetary rewards (Kable and Glimcher 2007), (2) mediating internal goals 

and processing self-referential mental activity as part of a default cortical system (Castelli, et 

al. 2000; Gusnard and Raichle 2001; Shulman, et al. 1997; Zysset, et al. 2002); and (3) 

encoding probability and reward size in both reinforcement learning tasks, choice tasks and 

attention tasks (e.g. Knutson, et al. 2005; Kuhnen and Knutson 2005; McCoy, et al. 2003; 

Rogers, et al. 2004; Small, et al. 2005). Of note, our findings are also in accordance with a 

conclusion from a recent review of the monkey electrophysiology and human neuroimaging 

literature on the neuroeconomics of risky decision-making (Platt and Huettel 2008), which 

stated that the posterior cingulate cortex plays and evaluative role during decision-making, 

linking external events and actions to subjective psychological states.

Limitations of the present research

A few issues should be noted before accepting any strong interpretations of our results. First, 

the data were collected from two smaller subsets of subjects at separate imaging sites. The 

variance added by using data from multiple sites makes our design suboptimal as it 

decreases power and could lead to problems of underdetection. All analyses accounted for 

scan site differences accordingly, by including site as a covariate in second-level analyses 

and as a between-subjects factor in all ROI analyses. To account for magnet signal intensity 

differences, responses were converted to percent signal change during preprocessing. 

Differences due to context or task changes were not evident in behavior, and any variations 

in neuroimaging results between the two samples are noted above. Finally, our conclusions 

are based on results from multiple independent models (convolved and time-series analyses, 

as well as linear trend and parametric analyses). The robustness of our effects across these 

models and their consistency with previous results lends further support to our findings 

despite reductions in power that may have resulted from collecting data from two scan sites. 

Second, future studies on individual differences would benefit from including larger sample 

sizes. Small sample sizes can lead to studies with low power and further compound 

problems with underdetection (Yarkoni, 2009). Furthermore, decreases in power due to the 

limited sample size can lead to an overestimation of correlation effect sizes (Yarkoni, 2009). 

To address this issue in analyses of the neural correlates of individual differences in risk 

preference, we employed a bootstrap method with replacement to estimate population 

correlation coefficients. This method provides a more conservative estimate of correlation 

coefficients by reducing the influence of potential outliers that might inflate effect size. 

Means of the resulting distributions of Pearson's ρ remained significant for all but two 

regions, namely the thalamus and orbitofrontal cortex. Third, because we controlled for 

expected value in all of our lotteries, the relative behavioral risk of a decision is correlated 

with reward magnitude and inversely correlated with probability of reward in experimental 

conditions. In these trials, the highest level of relative behavioral risk was associated with 

the greatest reward potential, and the lowest probability of reward. Activation patterns as a 
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function of relative behavioral risk during decision and anticipation periods may therefore in 

part be driven by reward and probability related cognitive processes. This is an unlikely 

explanation, however, because intermediate risk and reward levels were offered during the 

control condition, which yielded the lowest activity in all regions of interest during both, 

decision and anticipation periods. A further alternative explanation for these activation 

patterns is decision conflict, which is absent in the control condition and may increase as a 

function of relative behavioral risk. Choosing the option with greater reward at a greater risk 

may entail enhanced levels of decision conflict and lead to increased activations in relevant 

regions. However, decision conflict was absent during the anticipation period, which 

showed similar activation patterns in partially overlapping brain regions. Finally, these 

confounds play a much smaller role in behavioral analyses, as well as results from individual 

difference, and parametric analyses, which all support the assertion that relative behavioral 

risk was the factor driving the reported behavioral and neural responses.

Conclusions

In summary, the current study demonstrated that both subjective assessments of risk during 

choice, as well as individual attitudes toward risk play a significant role in modulating 

activity in neural networks recruited during decision-making. Specifically, increased relative 

behavioral risk led to increased activations in a network of structures previously implicated 

in risky decision-making. Risk attitude, on the other hand, modulated activations during 

risky choice in a separate, but partially overlapping network that is typically associated with 

cognitive control processes, as well as caudate nucleus. Activation patterns in this network 

differentiate between risk-seeking and risk-averse individuals, suggesting that risk-averse 

and risk-seeking decision-makers employ different decision strategies. Finally, the use of an 

event-related design allowed us to investigate the dynamics of neural responses relevant to 

each component task phase using timeseries and conjunction analyses. Though the networks 

engaged in each of the three task stages were mostly distinct, regions of the ACC, PCC and 

caudate nucleus showed consistent temporal and spatial overlap. These results demonstrate 

the relevance of ACC, PCC and caudate during each phase of a decision-making task that 

emphasized subjective valuations, strengthening the role of these regions in self-referential 

subjective valuations during choice, as suggested previously (Kable and Glimcher 2007; 

Platt and Huettel 2008).

4. Materials and Methods

Participants—Ten right-handed volunteers (7 men and 3 women, 18–31 years; 4 from the 

Brown University community, 6 from the Indiana University community) participated in the 

current study, which was approved by the Institutional Review Boards of Brown University, 

Indiana University and the Memorial Hospital of Rhode Island. Participants reported no 

psychiatric disorders and had normal or corrected to normal vision.

Stimuli—Stimuli were pairs of pie charts representing the amount of money that could be 

won with a particular likelihood (Figure 1A). The likelihood of winning and not winning 

each gamble was represented by the size of the slice, with larger areas indicating larger 

likelihoods. The positive outcome was represented in the green slice together with the 
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respective monetary value in its center, while the negative outcome (not to win any money) 

was represented in the red slice together with its monetary value ($0). The following reward 

and probability values were included: (a) 90% probability of winning $2 versus 10% 

probability of winning $18; (b) 60% probability of gaining $3 versus 40% probability of 

gaining $4.50; and (c) 50% probability of gaining $3.60 for both lotteries in the control 

condition. Location of lotteries was counterbalanced across trials. During the outcome 

phase, only the pie chart of the chosen gamble was displayed with the slice representing the 

outcome flashing in yellow and the original color (green for winning, red for losing).

Task—The task consisted of a forced-choice between gamble pairs that reflected different 

probabilistic monetary outcomes (Figure 1A). Each trial included a sequence of three 

phases: (a) a selection phase (3s), (b) an anticipation phase (6s) and (c) an outcome phase 

(3s). During the selection phase, participants either viewed a gamble pair consisting of one 

high-risk/reward magnitude choice and one comparably lower risk/reward magnitude choice 

in the experimental conditions, or they were presented with a choice between two equivalent 

lotteries reflecting a 50% chance of winning an intermediate reward in the control condition. 

All lotteries had the same expected value (EV = objective reward magnitude × probability) 

of 1.8, in order not to bias participants' choices towards one gamble type. Two experimental 

conditions and one control condition were used in the experiment. Experimental conditions 

offered participants a choice between an option involving a high risk of gaining a large 

reward and another option involving a lower risk of obtaining a small reward and thus 

required an evaluation of the relative increase in risk required to gain a relatively larger 

reward. Evaluations involving risk and reward magnitude were absent in the control 

condition as subjects made a selection between two identical lotteries.

Participants were instructed to choose one of the lotteries by pressing one of two buttons 

assigned to either gamble A (left) or gamble B (right) within 3 seconds. Failure to do so 

resulted in losing that particular trial. During the anticipation phase, participants were asked 

to fixate on a central cross. Finally, during the outcome phase, a computer algorithm 

determined winnings on a given trial by using the probabilities of the selected lottery in 

combination with a randomization procedure to toss a virtual, biased coin. The cash amount 

that was won was then added to a virtual account reflecting cumulative earnings, which was 

shown to participants together with information about whether they won or lost. Participants 

were informed of this procedure and that they would receive 5% of their earnings as a final 

cash reward, which ranged between $10.00 and $20.00.To familiarize participants with the 

contingencies of the task and minimize learning effects, a brief behavioral training session 

was completed immediately before the scanning session.

Participants completed either 4 to 5 runs lasting 7.6 minutes each, or 10 runs lasting 4.2 

minutes each. 7.6 minute runs were comprised of 38 12-second trials including 10 High-risk 

trials, 10 Low-risk trials, 10 Control trials and 8 Null trials during which participants fixated 

on a central fixation cross, yielding a total of 190 trials (50 High-risk, 50 Low-risk, 50 

Control and 40 Null trials in total). 4.2 minutes runs were comprised of 20 12-second trials 

including 6 high-risk trials, 6 low-risk trials, 4 control trials and 4 null trials, yielding a total 

of 190 trials (60 High-risk, 60 Low-risk, 40 Control and 40 Null trials in total). Trial 
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occurrence was randomized and counterbalanced, such that each condition was followed by 

all other conditions, as well as null trials, an equal number of times.

Behavioral decision-making model—According to Expected Utility Theory 

(Bernoulli, 1954), behavior is guided by the magnitude of anticipated gains, ×, and the 

probability, p, of receiving a rewarding outcome, such that decision-makers tend to chose 

the alternative with the highest expected utility (EU), provided by:

EQ.1

The utility of obtaining outcome xi, u(xi), can be influenced by subjective factors 

determining the “moral” value of a lottery (Schunk and Betsch 2006; Trepel, et al. 2005). 

An influential factor is a person's level of risk-aversion. According to EUT, risk-aversion is 

typically estimated as the curvature of the expected utility function (Arrow 1965; Pratt 

1964). Utility functions can be expressed as power functions, such that the utility of a certain 

amount, ×, is provided by:

EQ.2

where α is the exponent reflecting the curvature of the utility function and, consequently, 

level of risk aversion. Linearity of the utility function (α = 1) represents risk-neutrality and 

indicates that the utility of a given lottery is determined by the multiplication of gain 

magnitude and probability. Of note, deviations from linearity indicate the presence of 

subjective factors (Schunk and Betsch 2006). A risk-averse individual has a concave utility 

function with an α < 1, while a risk-seeking individual has a convex utility function with an 

α > 1. Utility functions are typically concave in the domain of gains (e.g. Kahneman and 

Tversky 1979; Tversky and Kahneman 1992), but heterogeneity across individuals has been 

reported previously (e.g. Fetherstonhaugh, et al. 1997; Schunk and Betsch 2006).

We employed nonlinear logistic regression analysis to extract the curvature of each 

participant's utility function for gains from participants' choices between monetary lotteries 

involving differing degrees of risk. Behavioral data was sorted according to level of risk 

selected by participants. Risk was defined as the variance of the outcome of the selected 

option, as done previously (Preuschoff et al., 2006; Tobler et al., 2007; Xue et al., 2008) and 

was calculated using the following equation:

EQ.3

Where p is the probability of the outcome, EV is the expected value and × is the magnitude 

of the outcome. Choices were coded as high-risk when subjects chose the option involving a 

relatively greater risk but yielding a larger payoff, while trials were coded as low-risk when 

subjects chose the lottery with relatively lower risk yielding a smaller payoff. For example, a 

high-risk choice involved choosing the gamble yielding $18 at a probability of 10% (risk = 

29.16) over the gamble yielding $2 at a probability of 90% (risk = 0.36), or choosing the 

gamble yielding $4.5 at a probability of 40% (risk = 4.86) over the gamble yielding $3 at a 

probability of 60% (risk = 2.16). Opposite choices were coded as low-risk choices. Choices 
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during control trials were not included in the regression analysis, as lotteries did not provide 

a difference in risk (δAB) during the control condition. Table 1 shows risk designations used 

in behavioral and fMRI analyses, as well as quantities reflecting experienced risk during 

each type of choice.

The difference in expected utility between the lotteries on a given trial i, δEU was calculated 

as:

EQ.4

Where p1i is the probability of winning lottery 1 (L1), p2i is the probability of winning 

lottery 2 (L2), u(x1i) is the utlity of anticipated gains for lottery 1, u(x2i) is the utility of 

anticipated gains for lottery 2. The utility of the magnitude of the anticipated gain was 

estimated using the power function (EQ.2) Finally, the probability of choosing lottery 1 was 

estimated using nonlinear least-squares fitting tools provided in Matlab as:

EQ.5

Behavioral performance—Mean reaction times of each subject were calculated for each 

decision type and entered into a 2-way mixed Analysis of Variance (ANOVA) with CHOICE (3 

levels: high-risk, low-risk and control) as the within-subjects factor and SESSION (2 levels: 

Brown University, Indiana University) as between-subjects factor. Magnetic Resonance 

Imaging procedures. Scanning was conducted at two research sites: Data from 4 subjects 

were collected with a 1.5 Tesla Siemens Symphony MRI whole body system (Siemens 

Medical Systems, Erlangen, Germany) located at Memorial Hospital of Rhode Island. 

Gradient-echo echo-planar images (EPI) were acquired in a transverse plane by sampling 

thirty three axial slices (interleaved) with a thickness of 4 mm and encompassing a field of 

view of 192 mm with an inplane resolution of 64 × 64 (608–760 scans, voxel size: 3×3×4 

mm, TR = 3000 ms, TE = 38 ms); Data from 6 additional subjects were collected using a 3 

Tesla Siemens Magnetron Trio whole body scanner (Siemens Medical Systems, Erlangen, 

Germany) located at Indiana University in Bloomington. Gradient-echo echo-planar images 

(EPI) were acquired in a transverse plane by sampling forty-two axial slices (interleaved) 

with a thickness of 4 mm and encompassing a field of view of 192 mm with an inplane 

resolution of 64 × 64 (860 scans, voxel size: 3×3×4 mm, TR = 3000 ms, TE = 30 ms).

At both locations, the task was presented with Presentation software (Neurobehavioral 

Systems, Albany, CA) and visual stimuli were projected onto a frosted glass screen, which 

the subject viewed through an angled mirror mounted to the head coil. In order to reduce eye 

movement artifacts, participants were instructed to focus on the fixation cross whenever 

presented in the experiment. Inhomogeneities in the magnetic field introduced by the 

participant were minimized with a standard two-dimensional head shimming protocol before 

each run and the anatomical data acquisition. At both sites, a three dimensional, high-

resolution anatomical data set was acquired using Siemens' magnetization prepared rapid 

acquisition gradient echo (MPRAGE) sequence before the acquisition of functional images 

(TR of 1900 ms, TE of 4.15 ms, TI of 1100 ms, 1mm isotropic voxels and a 256mm FOV).
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fMRI data analysis

fMRI preprocessing—Initial preprocessing of the data was conducted using AFNI (http://

afni.nimh.nih.gov/afni). To allow for T1 equilibrium effects, the first four volumes were 

removed from each run. All remaining volumes underwent slice-time acquisition correction 

using Fourier interpolation. The functional data were then spatially aligned to the volume 

acquired closest to each subject's anatomical image and subsequently underwent linear 

detrending, outlier correction, and spatial smoothing using an isotropic Gaussian kernel (full 

width at half maximum (FWHM) = 6mm). Each voxel's signal intensity was scaled to a 

mean of 100, after which images were normalized into stereotaxic space (Talairach and 

Tournoux 1988).

fMRI analysis—To capture subjective risk preference on a given trial, trials were sorted 

according to type of decision made by the subject, as done for behavioral analyses and 

described in detail for the behavioral decision-making model. Briefly, trials were designated 

as high-risk decisions when participants chose the alternative involving the higher risk over 

the alternative with the lower risk, e.g. choosing 10% of $18 (risk = 29.16) over 90% of $2 

(risk = 0.36), or choosing 40% of $4.5 (risk = 4.86) over 60% of $3 (risk = 2.16), while 

opposite choices were coded as low-risk decisions (see Table 1). Note that in the current 

study, risk categories were therefore based on participants' choices, which are reflective of 

risk preference on a given trial. Risk, as defined in the current study, therefore reflects 

whether participants chose the option with a relatively higher risk compared to the option 

with the relatively lower-risk We therefore refer to risk as relative behavioral risk. The 

mean experienced risk was 17.01 after high-risk choices and 1.26 after low-risk choices. 

Control choices, while offering an intermediate risk-level, differed from risky choices 

mainly by providing no behavioral control over the outcome, as participants could not 

choose an option with relatively lower or higher risk level (both lotteries offered the same 

probability and reward magnitude in this condition).

Trials in which no response was made within the 3-second period of the decision phase were 

removed from further analysis. The data were then analyzed using the General Linear Model 

and a standard two-stage mixed effects analysis. The first-level multiple regression model 

consisted of 8 orthogonal regressors of interest (decision phase regressors (0–3 seconds post 

trial onset, based on RT): control, low-risk, high-risk choices; anticipation phase regressors 

(3–9 seconds): control, low-risk, high-risk; outcome phase regressors (9–12 seconds): won, 

lost) and additional regressors of no interest (constant and polynomial terms) for each run to 

model slow signal drifts. To fully capture the decision phase and introduce jitter, 

hemodynamic responses during this period were modeled as convolved boxcars with a 

length representing the time taken to arrive at a decision on each trial (reaction times varied 

between 446ms and 2594ms in the control condition, 347ms and 2769ms in the LR 

condition and from 379 ms to 2529 ms in the HR condition). Activity during decision-

making and anticipation phases was modeled in terms of risk-level selected by the subject: 

high-risk, low-risk and control choices. Activity during the outcome phase was modeled in 

terms of whether subjects won or lost.
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First-level contrasts were entered into separate second-level Analyses of Covariance 

(ANCOVA) for each phase of the decision-making task, which included SESSION (a mean-

centered dummy variable) as covariate to control for potential effects of different scanner 

environments. Specifically, contrasts probed for linear increases as a function of the chosen 

relative risk-level in the decision and anticipation periods (control (weight: −1), low-risk 

(weight: 0), high-risk (weight: 1)) and regions showing increased activation as a function of 

winning during the outcome period (winning > losing). An uncorrected p value of 0.001 was 

chosen as statistical significance. In addition, a cluster size threshold of 3 was employed for 

all mixed effects maps. The voxelwise p value resulting from combining a threshold of p = 

0.001 with a minimum cluster size of 3 was estimated to be 0.0003259 by Monte Carlo 

simulations conducted with the AFNI program AlphaSim.

The above whole-brain analysis probed for regions encoding relative behavioral risk in 

decision and anticipation periods. To illustrate fMRI responses at those sites that showed 

significant activations during each of the task periods, a deconvolution procedure with 

shifted cubic spline functions was employed to model responses during high-risk, low-risk 

and control decisions throughout the entire task period (21 seconds). Specifically, the 

hemodynamic response for each type of choice was modeled with a basis set of seven cubic 

spline functions spaced one TR (3 s) apart and spanning the interval from 0 to 21 seconds 

post trial onset. In order to create reconstructed event-related responses on a 1s temporal 

grid, the set of fitted spline functions was resampled at a temporal resolution of 1 second and 

averaged within each ROI. Of note, this model was independent of the model used to select 

ROIs. In this manner, we were able to illustrate estimated responses without making any 

assumptions about the time course of activation (i.e., the canonical hemodynamic response). 

Importantly, these deconvolved responses did not assume that activity followed a linear 

increase as a function of risk, nor that anticipation activity was maintained during the 

interstimulus interval separating decision and outcome periods. Similarly, to illustrate 

activity in regions activated during the outcome period, a separate deconvolution procedure 

was employed modeling responses during winning and losing throughout the entire task 

period.

Additionally, to illustrate the degree to which areas distinguish between risk-level during 

choice and anticipation, two independent ROI analyses were carried out: (1) Trend analyses 

were conducted on the mean of activations at time points 6 and 7 seconds post trial onset, 

representing the middle two points around the expected peak response during the decision 

phase (Figure 1B), as well as on the mean of activations at time points 10, 11 and 12 

seconds post trial onset, representing the middle three points around the expected peak 

response during the anticipation phase (Figure 1B). All trend analyses included SESSION as 

between-subjects factor to investigate potential effects of different scanning environments 

on activation patterns. (2) We also performed independent confirmatory parametric ROI 

analyses. A separate first-level model was obtained, which included parametric modulators 

predictive of the chosen risk-level on each trial during decision and anticipation periods. The 

first-level parametric regression model consisted of 6 regressors of interest (decision phase, 

decision x risk, anticipation, anticipation x risk, won, lost). Risk was coded as 0 during 

control trials, and was equal to the variance of the chosen option on experimental trials (see 
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EQ.3). Mean regression coefficients from parametric modulators, reflective of the slope of 

the correlation between brain activity and risk, were extracted for each region of the decision 

and anticipation networks and entered into confirmatory ROI analyses (tables 3 and 5). We 

also performed parametric voxelwise whole-brain analyses (tables SM1 and SM2), but we 

focus on brain activations related to relative behavioral risk in the main paper, because these 

parallel our behavioral decision-making model.

Finally, in order to demonstrate activation patterns during the outcome phase and to 

investigate the effect of differences in scanning environments on BOLD responses during 

the outcome period, separate mixed ANOVAs, with OUTCOME (won, lost) as within-subjects 

factor and SESSION (IU, BrU) as between-subjects factor were conducted on mean activations at 

time points 15 and 16 seconds post trial onset, representing the middle two points around the 

expected peak response during the outcome phase (Figure 1B). To mitigate the multiple-

comparisons problem arising from conducting repeated analyses on multiple brain regions, 

the alpha-level for statistical significance of trend analyses was Bonferroni corrected and set 

to 0.007 for the decision period (7 comparisons) and 0.008 for anticipation and outcome 

periods (6 comparisons). Exact p values are provided when values did not reach this 

significance level. Additionally, all p values less than 0.05 are referred to as near-significant 

in the context of Bonferroni corrections.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
Experimental Design. (A) Schematic outline and timing of task phases. Each trial began 

with the presentation of a gamble pair, during which participants chose their preferred 

gamble, followed by an anticipation period. At the end of each trial, participants were shown 

the outcome of the selected trial, together with their account total. In addition, null trials 

followed about 24% of task trials. (B) Time course representing expected activation for each 

task phase. The grey areas represent the time periods during which peaks of activation for 

each phase are expected, based on a canonical HRF model using a gamma variate function. 

Hemodynamic responses are expected to peak starting about 5s after image onset during 

decision and outcome phases; the response peak during the anticipation period is centered 

between these two phases.
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Figure 2. 
Behavior. The curvature of the utility function is determined by its α value, and represents 

how relatively risk-seeking (α >1), risk-neutral (α =1), or risk-averse (α <1) an individual's 

behavior is. Curvature of the utility function was extracted from behavioral responses of 

each subject using nonlinear logistic regression. Overall, the group was risk-neutral to 

mildly risk-seeking (median α = 1.0766, solid line), but subjects showed heterogeneous risk-

related behavior, ranging from relatively risk-averse (min α = .2603, dotted line) to risk-

seeking (max α = 1.2808, dashed line). The graph inset shows the curvature of the utility 

functions for values below 1.
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Figure 3. 
Neural correlates of risky choice during the decision phase. (A) Plots show regions with 

activations during the decision phase of the task that were significantly modulated by 

relative behavioral risk associated with a subject's choice (high-risk, low-risk, or control). 

Areas demonstrating this risk-related encoding include posterior cingulate (PCC), anterior 

cingulate (ACC), superior frontal gyrus (SFG), caudate, substantia nigra, and thalamus. For 

a complete list of regions showing risk-related modulation during decision-making, see 

Table 3. The color bar represents t values. (B) Timeseries of activations for each type of 

decision, high-risk (green), low-risk (blue), and control (red), for four regions, PCC, ACC, 

SFG (averaged across two adjacent activation clusters in BA8 and BA9) and the caudate 

nucleus. All regions illustrate significant risk-related modulation of neural activation 

intensity, with high-risk-choices eliciting the greatest response. (C) Mean peak activations in 

each of the regions represented in (B). In all regions, neural responses follow a significant 

linear trend of increasing activation with increasing relative behavioral risk.
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Figure 4. 
Neural correlates of risk preference. Behaviorally derived measures of individual risk 

preference significantly modulated the neural responses during risky choices in a network of 

structures that included superior frontal gyrus (SFG), inferior frontal gyrus (IFG), bilateral 

orbitofrontal cortex/ BA47, medial orbitofrontal cortex (mOFC), parahippocampal gyrus 

(PPG), and the caudate nucleus. Scatterplots on the right show individual subject's contrast 

estimates (betas) regressed against behavioral risk preference, α. Significant correlations 

between behavioral risk preference and neural activity were found in each of the illustrated 

areas. All correlations were positive, indicating increased BOLD activations with increased 

risk-seeking behavior, except for the caudate, which showed the opposite relationship.
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Figure 5. 
Differential brain responses for risk averters and risk seekers. (A) Results from cluster 

analysis conducted on mean network activity and risk preference (a) for each subject. The 

plus signs show centroids for risk averters (bottom left) and risk seekers (top right). (B) 

Activity in the network of structures showing positive correlations between BOLD 

responses during risky choice and risk preferences (outlined in Table 4). Risk seekers 

exhibit an increase in activation as a function of risky choice, while risk averters show a 

decrease in activation. (C) Activity in the caudate nucleus shows the opposite activation 

pattern with a decrease as a function of risk for risk seekers and an increase for risk averters. 

Error bars represent standard error of the mean; “*” denotes significant differences between 

risk seekers and risk averters.
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Figure 6. 
Neural correlates of risky choice during the anticipation phase: (A) Plots show regions with 

activations during the anticipation phase of the task that were significantly modulated by 

relative behavioral risk associated with subjects choices (high-risk, low-risk, or control). 

Regions with significant activation during the anticipation period after a risky choice 

included the posterior cingulate (PCC), anterior cingulate (ACC), inferior parietal lobule 

(IPL), and globus pallidus (GP). For a complete list of regions showing risk-related 

modulation during anticipation, see Table 3. (B) Timeseries of activations for each type of 

decision (high-risk, low-risk, or control), for four regions, PCC, ACC (averaged across two 

adjacent clusters in left and right hemisphere), IPL, and GP. All regions show risk-

modulated neural activity that is maintained throughout the anticipation period. (C) Mean 

peak activations in each of the regions represented in (B). All regions illustrate a significant 

linear trend of increased activation with increased relative behavioral risk.
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Figure 7. 
Outcome Phase: (A) Plots show regions significantly more active during the outcome phase 

for trials where the subject is informed of a win versus a loss. A diverse network of 

structures showed significant outcome-related modulation of activity during this phase of the 

task. Among these areas are included PCC, ACC, frontal eye fields (FEF), ventral striatum 

(vSTR), and caudate. For a complete list of regions showing outcome-related, see Table 4. 

(B) Timeseries of neural activity for outcomes of wins (green) and losses (red) in four 

regions: PCC (average of two clusters), ACC, FEF, and vSTR. In region shown here, 

timeseries for wins and losses maintain a similar course prior to the outcome presentation, at 

which point they diverge into relative increases and decreases of activation for wins and 

losses, respectively. (C) Mean peak activations in each of the regions represented in (B). 

Each region showed significantly greater BOLD responses following wins.
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Figure 8. 
Activations across all task phases: Conjunction maps in A-C illustrate the overlap of regions 

significantly active (p<0.01) in each of the task phases. Though the networks are largely 

distinct, overlap is consistently found in regions of the ACC, PCC, and caudate nucleus, and, 

to a lesser extent, in thalamus, ventral striatum, cuneus, and precuneus. (A) Regions of 

overlap (yellow) between areas activated during decision making (red) and anticipation 

(green) phases. (B) Regions of overlap (turquoise) between areas activated during 

anticipation (green) and outcome (blue) phases. (C) Regions of overlap (pink) between areas 

activated during decision (red) and outcome (blue) phases. (D) Overlap remains in ACC, 

PCC and caudate at p < 0.001.
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Table 2

Alpha values estimated by nonlinear logistic regression and proportion risky choices across all subjects.

Subject Alpha Proportion risky choice

IU1 0.2603 0.1417

IU2 1.0932 0.5417

IU3 1.1361 0.5583

IU4 1.2292 0.5917

IU5 1.2808 0.5254

IU6 1.0599 0.5759

BrU1 0.2719 0.1100

BrU2 1.1294 0.5500

BrU3 0.9725 0.4433

BrU4 0.3624 0.3000
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