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Abstract

Objective—Automatic detection of Adverse Drug Reaction (ADR) mentions from text has 

recently received significant interest in pharmacovigilance research. Current research focuses on 

various sources of text-based information, including social media — where enormous amounts of 

user posted data is available, which have the potential for use in pharmacovigilance if collected 

and filtered accurately. The aims of this study are: (i) to explore natural language processing 

approaches for generating useful features from text, and utilizing them in optimized machine 

learning algorithms for automatic classification of ADR assertive text segments; (ii) to present two 

data sets that we prepared for the task of ADR detection from user posted internet data; and (iii) to 

investigate if combining training data from distinct corpora can improve automatic classification 

accuracies.

Methods—One of our three data sets contains annotated sentences from clinical reports, and the 

two other data sets, built in-house, consist of annotated posts from social media. Our text 

classification approach relies on generating a large set of features, representing semantic 

properties (e.g., sentiment, polarity, and topic), from short text nuggets. Importantly, using our 

expanded feature sets, we combine training data from different corpora in attempts to boost 

classification accuracies.

Results—Our feature-rich classification approach performs significantly better than previously 

published approaches with ADR class F-scores of 0.812 (previously reported best: 0.770), 0.538 

and 0.678 for the three data sets. Combining training data from multiple compatible corpora 

further improves the ADR F-scores for the in-house data sets to 0.597 (improvement of 5.9 units) 

and 0.704 (improvement of 2.6 units) respectively.
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Conclusions—Our research results indicate that using advanced NLP techniques for generating 

information rich features from text can significantly improve classification accuracies over 

existing benchmarks. Our experiments illustrate the benefits of incorporating various semantic 

features such as topics, concepts, sentiments, and polarities. Finally, we show that integration of 

information from compatible corpora can significantly improve classification performance. This 

form of multi-corpus training may be particularly useful in cases where data sets are heavily 

imbalanced (e.g., social media data), and may reduce the time and costs associated with the 

annotation of data in the future.
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Background

Early detection of Adverse Drug Reactions (ADR) associated with drugs in their post-

approval periods is a crucial challenge for pharmacovigilance techniques. 

Pharmacovigilance is defined as “the science and activities relating to the detection, 

assessment, understanding and prevention of adverse effects or any other drug problem” [1]. 

Due to the various limitations of pre-approval clinical trials, it is not possible to assess the 

consequences of the use of a particular drug before it is released [2]. Research has shown 

that adverse reactions caused by drugs following their release into the market is a major 

public health problem: with deaths and hospitalizations numbering in millions (up to 5% 

hospital admissions, 28% emergency visits, and 5% hospital deaths), and associated costs of 

about seventy-five billion dollars annually [3, 4, 5]. Thus, post-marketing surveillance of 

drugs is of paramount importance for drug manufacturers, national bodies such as the U.S. 

Food and Drug Administration (FDA), and international organizations such as the World 

Health Organization (WHO) [6]. Various resources have been utilized for the monitoring of 

ADRs, such as voluntary reporting systems and electronic health records. The rapid growth 

of electronically available health related information, and the ability to process large 

volumes of them automatically, using natural language processing (NLP) and machine 

learning algorithms, have opened new opportunities for pharmacovigilance. In particular, 

annotated corpora have become available for the task of ADR identification in recent times, 

making it possible to implement data-centric NLP algorithms and supervised machine 

learning techniques that can aid the detection of ADRs automatically [2].

One domain where data has grown by massive proportions in recent years, and continues to 

grow, is social media [7]. In addition to generic social networks (e.g., Twitter), those 

focusing specifically on issues related to health have also been attracting many users. In 

such platforms, users discuss their health-related experiences, including the use of 

prescription drugs, side effects and treatments. Users tend to share their views with others 

facing similar problems/results, which makes such social networks unique and robust 

sources of information about health, drugs and treatments. One such social network (also 

referred to as online health community), dedicated to health related discussions, is 

DailyStrength3. Due to the emergence of such social media, and due to the abundance of 
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data available through them, ADR detection research in recent times has focused on 

exploiting data from these sources [8]. Social media based data sources, however, also 

present various NLP challenges. For example, it has been shown in past research that 

automated systems frequently underperform when exposed to social media text because of 

the presence of novel/creative phrases and misspellings, and frequent use of idiomatic, 

ambiguous and sarcastic expressions [8]. In addition, when attempting to utilize social 

media data for ADR monitoring, problems of data imbalance and noise are introduced. 

Figure 1 illustrates several examples of social media posts exhibiting the abovemen-tioned 

problems. The posts express the users' views about specific medications. It can be observed 

from the figure that there are frequent misspellings (e.g. ‘seroquil’, ‘numbb’, ‘effexer’, 

‘bfore’), use of ambiguous/non-standard terms for expressing adverse reactions (e.g., ‘look 

like a zombie’, ‘ton of weight’). These properties of the texts hamper the identification and 

generalization of the lexical properties of different posts, thus, adversely affecting the 

performance of automatic rule-based and learning-based approaches. The problem is further 

exacerbated by the fact that the posts are generally very short, and so only limited features 

can be extracted via shallow processing.

Using advanced NLP techniques and resources, deep semantic and linguistic features can be 

extracted from these texts. These features can be used to indicate mutually exclusive 

properties of the posts along various dimensions (e.g., sentiment, polarity, topic, etc.). The 

various properties may then be combined to generate a rich set of features for each post, 

thus, aiding the process of automatic classification, and consequently, automatic detection of 

ADRs. In this paper, we address the problem of automatic detection of ADR assertive text 

segments from distinct sources, particularly focusing on user posted data. This automatic 

text classification mechanism forms a crucial component of an automatic, social media-

based ADR detection/extraction pipeline. This component is essential to the ADR 

monitoring system because most of the data from social media is irrelevant for the task of 

ADR detection, and must be filtered out before the data is processed by modules responsible 

for other tasks. Figure 2 illustrates our pipeline to detect ADRs from social media at a very 

high level. In this paper, we discuss steps 1 and 2, with particular focus on the second step.

Because of the popularity of social networks, and their high growth rates, they promise to be 

very lucrative sources of information which can be utilized for pharmacovigilance tasks. 

Currently, there is limited research that attempts to apply advanced NLP techniques to 

extract features from user-posted text for ADR detection (e.g., NLP-based sentiment 

analysis techniques [9]). There is also no work on combining data from multiple social 

networks to improve ADR detection/classification performance. Furthermore, there are no 

large publicly available corpora4 for research or comparison of systems. Thus, there is a 

strong motivation behind the research we present in this paper. We discuss two social 

networks from which we prepare our annotated data (one of the data sources have been 

made publicly available). Since social media posts are generally short, we attempt to 

generate features representing various properties of the texts to increase the number of 

features that can be learnt. We focus on the application of NLP approaches to extract 

3http://www.dailystrength.org/
4We identified two very small corpora that are publicly available. They are discussed in the next section.
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indicative features from text and utilize supervised machine learning techniques to 

automatically classify text segments indicating ADRs. Finally, we combine data from 

multiple social media sources in an attempt to improve classification accuracies.

Intent

Our primary intent is to explore the extent to which ADR assertive text segments can be 

automatically classified from text-based data sources, particularly social media sources. We 

are interested in exploring if text from various sources can be combined to improve 

classification accuracies, specifically in the presence of imbalanced data. The following list 

summarizes our intents:

i. To explore NLP techniques which can be used to extract informative and portable 

features from text coming from distinct sources, including social media. In 

particular, we experiment with some novel features and some previously proposed 

features that have not been applied for the task of ADR detection.

ii. Investigate the performance of supervised classification approaches on data from 

social media compared to data from other more structured sources.

iii. Investigate approaches by which the data imbalance problem associated with 

automatic ADR detection from social networks can be overcome, and optimize 

machine learning algorithms to improve performance over existing approaches.

iv. Investigate the possibility of combining annotated data from multiple sources to 

boost automatic ADR classification accuracies.

Contributions

The contributions we make in this paper are as follows:

i. We show how NLP techniques can be applied to extract useful features from text 

that can improve classification performance over existing approaches. We propose 

novel features and import several useful features from similar text classification 

research. We provide descriptions of the extracted features along with the intuitions 

behind their use, and an analysis of their impacts.

ii. We compare the differences in performances of machine learning algorithms over 

data sets from distinct origins.

iii. We address the issue of data imbalance for the ADR detection task. We show how 

multi-corpus training can help alleviate the problem of data imbalance and further 

improve the performance of ADR detection.

iv. We present a data set developed in-house and made publicly available for research 

purposes.

For the experiments described in this paper, we utilize data from three different sources: one 

from a generic social network (Twitter), one from an online health community 

(DailyStrength), and the third from clinical reports (the ADE corpus [10]). We provide 

further details of the data in the Data section. We provide an overview of related work in 

this area in the Related Work section and discuss our approaches in detail in the 
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Classification Methods section. In the Evaluation, Results and Discussion section, we 

present comparative evaluations of the performance of our approach with earlier approaches, 

and over distinct data sets. We also discuss the contributions of various features, and the 

primary sources of classification errors. We conclude the paper in the Conclusions section, 

and discuss potential future work.

Related Work

Automatic ADR Detection

In the past, drug safety surveillance has primarily relied on spontaneous reporting systems. 

These are passive systems populated by reports of suspected ADRs collected from 

healthcare professionals, pharmaceutical companies, and maintained largely by regulatory 

and health agencies [2]. One such system is the Adverse Event Reporting System (AERS) of 

the U.S. Food and Drug Authority (FDA). However, recent research suggests that AERS 

grossly under estimates the prevalence of serious ADRs [11]. Such spontaneous reporting 

systems also suffer from a range of limitations including under-reporting (only 

approximately 10% of serious ADRs are reported [12] in AERS), over-reporting of known 

ADRs, incomplete data, duplicated reporting, unspecified causal links and so on [13, 14]. 

Thus, in recent times, research focus has broadened to the utilization of other sources of data 

for ADR detection.

NLP approaches have been proposed to detect ADRs from text, and they have mostly 

focused on utilizing data from Electronic Health Records (EHR) [15, 16, 17], and also other 

sources such as clinical reports [6, 10]. Unlike spontaneous reports, electronic health records 

contain more complete records of patients' medical history, treatments, conditions, and 

potential risk factors, and are also not limited to patients who experience ADRs [18]. Thus, 

they have several advantages over spontaneous reporting systems. Electronic health records, 

however, have their own challenges, such as that of pervasiveness and confounding, and the 

definition and ascertainment of exposures and outcomes [2].

Due to the limitations of a single source of information, some recent research has focused on 

combining information from multiple sources such as the combination/enrichment of 

information gathered from spontaneous reporting systems with literature findings [19, 20, 

21], electronic health records [18], and chemical similarity [22], and even user posted data 

on social media [21]. It has been shown that combining information from multiple sources 

can significantly boost ADR detection accuracies. Providing an elaborate review of all ADR 

detection approaches is outside the scope of this paper. We recommend the interested reader 

to refer to Harpaz et al. [2] for a detailed review of ADR mining techniques from various 

sources.

ADR Detection from Text and Social Media

Social media data presents interesting opportunities and unique challenges to NLP 

techniques for ADR detection. Social networks contain a large volume of user posted data 

and are increasingly being used as tools for real-time knowledge discovery [23], but the 

presence of non-standard and colloquial terms and various other factors make the task of 

data mining harder [24]. In addition, the large volume of irrelevant information that must be 
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filtered out, as mentioned earlier, makes the utilization of the data further difficult. However, 

despite these difficulties, social media data is a rich and lucrative source of information. 

Social networks on health related topics have seen rapid growth in recent years and it has 

been observed that users often share health experiences with their peers rather than during 

clinical research studies or with their physicians [25]. Despite the vast amount of 

information available on social networks, research on mining that data for ADR detection is 

still very much in its infancy. The earliest work to utilize user comments was that by 

Leaman et al. [8], who showed that user comments from health-related social networks can 

reflect known ADRs and potentially generate early warnings about unknown ADRs. 

Following on from this work, various lexicon-based approaches for ADR detection from 

social media have been proposed [26, 27, 28, 29, 30, 21, 31]. However, since they have to 

rely on the development of lexicons, these works are generally limited in the number of 

drugs studied or the number of target ADRs (e.g., [26] focuses on 4 drugs, [27] on 10 drugs 

and 5 ADRs, [28] on breast cancer associated ADRs only, and [29] on 5 drugs). Our intent 

at this point is to be able to detect user posts mentioning ADRs without taking into account 

any associated drug(s).

To address some of the limitations of the lexicon-based approach, Nikfarjam and Gonzalez 

[32] proposed a method for capturing the underlying syntactic and semantic patterns from 

social media posts. Machine learning based approaches have also been applied for ADR 

relation extraction [10, 30] and for the classification of drugs into categories [11], including 

our pilot studies in this area [7, 33]. However, there is still no research that attempts to 

perform deep linguistic analyses of social media text to generate rich features. With the 

emergence of available annotated data, there has been some research very similar to ours 

(i.e., on the binary classification of ADR assertive text). For example, Gurulingappa et al. 

[6] used the publicly available ADE corpus [34] to perform binary classification using 

various classifiers, obtaining a maximum F-score of 0.77 for the ADR class. Since this data 

set is publicly available, this provides us with the opportunity of evaluating our approach on 

this data and against this benchmark system.

Very recently, research has focused on combining social media data (e.g., from Twitter, 

DailyStrength and others) with other sources of information for ADR detection. For 

example, Yeleswarapu et. al. [21] combine user posted comments from social media with 

data from structured databases and MED-LINE abstracts, and show that these sources can be 

utilized for ADR detection. Freifeld et. al. [31] present an approach for using user posts 

from Twitter ADR detection using a dictionary based approach. However, the approach 

relied on the manual categorization of ADR containing tweets. These very recent works 

utilizing social media data further motivate the need for effective automatic classification 

approaches that are capable of filtering social media content for ADR detection techniques.

A major obstacle to applying supervised learning approaches for social media-based ADR 

detection tasks has been the lack of publicly available annotated data. Other than our recent 

prior work [7], we only found two data sets that are publicly available [28, 35]. However, 

both these data sets are very small. [28] contains 247 annotated instances containing ADR 

mentions, and [35] contains 400 annotated tweets in Spanish. Thus, there is a strong 
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motivation for the large scale annotation of data, such as the one we describe in the 

following section.

Data

We use three data sets for the research tasks described in this paper. Two of these were 

developed in-house, while the third data set is publicly available and has been sourced form 

medical case reports. All three data sets consist of text segments (e.g., sentences, groups of 

sentences, and micro-blogs) that have been manually annotated for the presence or absence 

of ADRs. We briefly discuss all three data sets in this section, including the details of the 

creation of our in-house data sets.

Twitter

Our first data set has been sourced from the social networking site Twitter5. As mentioned 

earlier, Twitter is an extremely popular micro-blogging site with over 645,000,000 users and 

growing rapidly. The corpus was created during the first phase of annotations of a large 

study on ADR detection from social media that is currently in progress. We have made part 

of this growing corpus publicly available for research purposes.6

The first step in our data collection process involved the identification of a set of drugs to 

study, followed by the collection of user comments associated with each drug name. To 

maximize our ability to find relevant comments, we focused on two criteria: (i) drugs 

prescribed for chronic diseases and conditions that we might expect to be commonly 

commented upon, and (ii) prevalence of drug use. For the first criterion, we selected drugs 

used to treat chronic conditions such as type 2 diabetes mellitus, coronary vascular disease, 

hypertension, asthma, chronic obstructive pulmonary disease, osteoporosis, Alzheimer's 

disease, overactive bladder, and nicotine addiction. To select medications that have a 

relatively high prevalence of use and thus exposure, we selected drugs from the IMS 

Health's Top 100 drugs by volume for the year 2013. The final drug list was prepared by a 

pharmacology expert, and for the data set used for the experiments described in this paper, a 

total of 74 drugs were used.

The tweets associated with the data were collected using the generic and brand names of the 

drugs, and also their possible phonetic misspellings [36], since it is common for user posts 

on Twitter to contain spelling errors. Following the collection of the data, a randomly 

selected sample of the data was chosen for annotation, which consisted of 10,822 instances. 

The data was an-notated by two domain experts under the guidance of a pharmacology 

expert. Each tweet is annotated for the presence of ADRs, span of ADRs indications, and 

beneficial effects. For the research described here, we use the annotations associated with 

the presence of ADRs. Following the annotation of the full set, the disagreements were 

resolved by the pharmacology expert. In addition, a randomly chosen subset of the data 

(10%; 1,082 tweets) was annotated by the pharmacology expert for the measurement of Inter 

5https://twitter.com/
6diego.asu.edu/downloads/
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Annotator Agreement (IAA). We used Cohen's Kappa [37] to compute IAA which is given 

by the following equation:

where Pr(a) is the relative observed agreement among annotators, Pr(e) is the hypothetical 

probability of chance agreement, using the observed data to calculate the probabilities of 

each observer randomly saying each category. We computed κ for all three pairs of 

agreements, and obtained an average of 0.71, which can be considered as significant 

agreement [38]. For the two annotators, κ = 0.69.7 The final data set is highly imbalanced, 

as one would expect, with 1,239 (11.4%) tweets containing ADR mentions and 9,583 

(88.6%) containing no ADR mentions. Further details about the data set, at an intermediate 

stage of preparation, and annotations (in addition to the binary annotations) can be found in 

our pilot study paper [7]. For the rest of this paper, we will refer to this data set as TW.

DailyStrength

Our second data set has been sourced from the online health community DailyStrength. 

DailyStrength has specific review pages for each drug and it allows patients to share their 

personal knowledge and experiences regarding diseases, treatments, and also join various 

disease-related support groups. It serves as a resource for patients to connect with others 

who have similar conditions, and attracts more than 300,000 monthly visitors.8

At the time of writing of this paper, the data set consisted of a total of 10,617 annotated 

comments containing a total of 56 drugs. The drugs were chosen the same way as the TW 

set, by the pharmacology expert, and all posts associated with the drugs that were available 

up to March, 2014 were crawled from the social network. Since each drug has a specific 

review page in DailyStrength, all the comments associated with a drug were collected from 

the appropriate review pages without requiring any filtering. From over 25,000 posts, 10,617 

were randomly chosen for binary annotation. Unlike the TW data, the posts in this data set 

contain more structure, are longer, and often consist of multiple sentences. The annotation 

was performed at the comment level in an identical fashion as the TW set. The agreement 

among the annotators was similar to the TW set, with κ = 0.67. This data set also exhibits 

significant imbalance, although not as much as the TW data set. It contains 2,513 (23.7%) 

instances containing ADR mentions and 8,104 (76.3%) instances not containing any ADR 

mentions. Further details about this data set can be found in our pilot study [33]. For the rest 

of this paper, we will refer to this data set as DS.

ADE Corpus

The third data set we use is the publicly available ADE corpus [10]. This data set consists of 

double-annotated sentences, indicating the presence/absence of ADRs, obtained from 

7Note that when computing the κ for the three pairs, the set of 1,082 instances that have been annotated by all three team members are 
used. For the κ value given for the agreement between the two annotators, the whole set (10,822) instances is used.
8Based on: http://social-networking.findthebest.com/l/33/DailyStrength. Accessed on April 22, 2014
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medical case reports. Although the source of this text is not social media, we include this 

data set in our research for three reasons: (i) to compare the performance of our approach 

with state-of-the art approaches for this task, (ii) to investigate how the performance of 

classification algorithms vary between data sets of different origins, and (iii) to explore the 

possibility of utilizing this data for training learners that may be applied to classifying data 

from other sources. The latest version of this data set contains a total of 23,516 instances 

with 6,821 (29.0%) containing ADR mentions and 16,695 (71.0%) not containing any ADR 

mentions. For the rest of this paper, we will refer to this data set as ADE. Detailed 

description about this data set is provided in [34]. Table 1 compares the sizes and 

distributions of the three data sets.9

Classification Methods

In this section we discuss our automatic classification experiments in detail. The section is 

divided into two broad subsections. In the first subsection, we provide details of our binary 

classification approach for each of the three data sets. We provide detailed descriptions of 

the features that we extract from the data using NLP methods, explaining how we expand 

the feature space for the instances by generating various semantic information. In the second 

subsection, we discuss our approaches for multi-corpus training of data, and describe the 

various experiments that we perform to assess the effectiveness of multi-corpus training.

Binary Classification

The first problem we address is the binary classification of text segments into the ADR or 

non-ADR categories. We perform the classification using three supervised classification 

approaches: Naïve Bayes (NB), Support Vector Machines (SVM) and Maximum Entropy 

(ME). SVMs are a natural choice for a text classification problem such as this as they have 

been shown to perform particularly well for such tasks due to their capability to deal with 

high dimensional feature spaces, dense concept vectors, and sparse instance vectors [39]. 

We use the ME classifier primarily because it has been shown to perform extremely well 

particularly for this classification problem in the past [6].

For the classification experiments, we divide each of the three data sets into two parts: 80% 

for training and 20% for evaluation. These 80/20 splits are stratified, meaning that the 

proportions of the ADR and non-ADR instances are the same as in the full data sets. We 

now provide a detailed description of the text preprocessing approaches and the feature sets 

we employ for classification.

Preprocessing

We perform standard preprocessing such as tokenization, lowercasing and stemming of all 

the terms using the Porter stemmer10 [40]. Our preliminary investigations suggested that 

stop words can play a positive effect on classifier performances by their presence in word 2-

grams and 3-grams; so we do not remove stop words from the texts.

9Our collection and annotation of the data for the TW and DS sets are ongoing, and these data sets will be larger once more phases of 
annotation are completed.
10We use the implementation provided by the NLTK toolkit http://www.nltk.org/.
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We parse the texts using two different parsers/taggers. Since two of our data sets come from 

social media, we apply the Twitter Part-Of-Speech (POS) Tagger11 [41] to parse the texts 

and identify POS tags. However, other than identifying the POS tags for each term, this 

parser does not provide any additional information. Therefore, we also parse the texts using 

the Stanford parser12 [42]. The Stanford parser is a lexicalized probabilistic parser which 

provides various information such as the syntactic structure of text segments, dependencies, 

POS tags and so on. It can also be used as an accurate, unlexi-calized stochastic context-free 

grammar parser.

In addition to parsing, we identify all the Unified Medical Language System (UMLS) 

medical semantic types and concept IDs (CUIs) from the text using the MetaMap13 toolbox 

[43]. The UMLS is a compendium of many controlled medical vocabularies, and provides a 

mapping structure among the different vocabularies. The UMLS semantic types represent 

broad categories of medical concepts such as disease or syndrome, pharmacological 

substance and so on. The CUIs provide more fine grained categorization of medical 

concepts so that different lexical representations of the same concept can be identified (e.g., 

hypertension and high blood pressure). Besides using MetaMap to identify the semantic 

types and CUIs, we also use MetaMap's negation detection system to identify concepts that 

have been negated in the texts. MetaMap uses the NegEx14 [44] tool identify and tag 

negations.

Finally, we perform some basic preprocessing that are specifically applicable to social media 

text. In particular, we remove references to Twitter user names by removing terms starting 

with the @ character, remove the # character from hashtags, and remove hyperlinks to other 

web pages.

N-grams

Our first feature set consists of word n-grams of the comments. A word n-gram is a 

sequence of contiguous n words in a text segment. This feature enables us to represent a 

document using the union of its terms. We use 1-, 2-, and 3-grams as features.

UMLS Semantic Types and Concept IDs

The UMLS semantic types and CUIs present useful medical concepts from the text 

segments. As such we use them as features. For this feature set, we compute the Tf.Idf 

values [45] for the semantic types and CUIs. Tf.Idf — abbreviation for term frequency–

inverse document frequency — is a popular measure in NLP and reflects how important a 

term is to a text segment. Terms that are unique to specific text segments, get higher scores, 

while terms that are common throughout the corpus are assigned lower scores by this 

measure.

11http://www.ark.cs.cmu.edu/TweetNLP/. Accessed on October 13, 2014.
12http://nlp.stanford.edu/software/lex-parser.shtml. Accessed on October 13, 2014.
13http://metamap.nlm.nih.gov/. Accessed on October 13, 2014.
14Available from: https://code.google.com/p/negex/. Accessed on October 13, 2014.
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Syn-set Expansion

It has been shown in past research that certain terms, because of their prior polarities, play 

important roles in determining the polarities of sentences [46]. However, polarity indicating 

features have not been utilized for ADR detection in the past, and the utilization of such 

information for ADR classification is novel. Certain adjectives, and sometimes nouns and 

verbs, or their synonyms, are almost invariably associated with positive or non-positive 

polarities. For each adjective, noun or verb in a sentence, we use WordNet15 to identify the 

synonyms of that term and add the synonymous terms, attached with the ‘SYN’ tag, as 

features. Similar to the previous feature set, we use the Tf.Idf measure for each derived 

synonym. Terms that are flagged by MetaMap to be negated, are not included when 

generating the synonyms.

Change Phrases

This polarity indicating feature set was proposed by Niu et al. [47], and the intuition behind 

this feature set is that whether a sentence represents a positive information or a negative 

information can often be signaled by how a change happens: if a bad thing (e.g., headache) 

was reduced, then it is a positive outcome; if a bad thing was increased, then the outcome is 

negative. This feature set attempts to capture cases when a good/bad thing is increased/

decreased. We first collected the four groups of good, bad, more, and less words used by 

Sarker et al. [46]. This feature set has four features: MORE-GOOD, MORE-BAD, LESS-

GOOD, and LESS-BAD. To extract the first feature, we applied the same approach as [47]: 

a window of four words on each side of a MORE-word in a sentence was observed. If a 

GOOD-word occurs in this window, then the feature MORE-GOOD is activated. The other 

three features were activated in a similar way.

ADR Lexicon Matches

This is a novel feature for ADR classification, and the key idea behind this feature is to 

incorporate domain-specific knowledge to the classification process by performing ADR 

lexicon matches. Although lexicon-based approaches have several limitations for ADR 

extraction, we suspect that lexicon match information is likely to be useful for ADR 

classification. We use a lexicon built in-house to detect ADRs from the text segments. Our 

lexicon was derived from the lexicon used by Leaman et al. [8], which includes terms and 

concepts from four resources. These include the COSTART16 vocabulary created by the 

FDA for post-market surveillance of ADRs, and contains 3,787 concepts; the SIDER17 side 

effect resource which contained 888 drugs linked with 1,450 ADR terms at the time of our 

lexicon creation; and the Canada Drug Adverse Reaction Database (MedEffect18), which 

contained associations between 10,192 drugs and 3,279 adverse reactions at the time of our 

lexicon creation. These three resources contain concept names and UMLS CUIs, and the 

lexicon was manually reduced by grouping terms with similar meanings (e.g., appetite 

exaggerated and appetite increased). We added additional terms from SIDER II [48] and 

15http://wordnet.princeton.edu/. Accessed on October 13, 2014.
16http://www.nlm.nih.gov/research/umls/sourcereleasedocs/current/CST/. Accessed on October 13, 2014.
17http://sideeffects.embl.de/. Accessed on October 13, 2014.
18http://www.hc-sc.gc.ca/dhp-mps/medeff/index-eng.php. Accessed on October 13, 2014.
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the Consumer Health Vocabulary Initiative19 [49] — which include colloquialisms. Our 

final lexicon contains a total of 16,183 ADR mentions: including both standard and non-

standard terms.

We derive two features using the ADR lexicon. The first feature is a binary feature 

indicating the presence/absence of ADR mentions, as identified by string matching using the 

lexicon. The second feature is a numeric feature computed by counting the number of ADR 

mentions in a text segment and dividing it by the number of words in the text segment.

Sentiword Scores

Our inspection of the data suggests that comments associated with ADRs generally present 

negative sentiment. Sentiment analysis is a field of research which focuses primarily on 

distinguishing between positive and negative sentiment from lexical data [50]. For this 

feature, we incorporate a score that attempts to represent the general sentiment of a 

comment. Each word-POS pair in a comment is assigned a score and the overall score 

assigned to the comment is equal to the sum of all the individual term-POS sentiment scores 

divided by the length of the sentence in words. Terms identified by MetaMap to be negated 

are not included and for term-POS pairs with multiple senses, the score for the most 

common sense is chosen. To obtain a score for each term, we use the lexicon proposed by 

Guerini et al. [51]. The lexicon contains approximately 155,000 English words associated 

with a sentiment score between -1 and 1. The overall score a sentence receives is therefore a 

floating point number with the range [-1:1].

Topic-based Feature

Our last novel feature is based on topic modeling [52], an approach that attempts to discover 

abstract topics that occur in collections of texts. Our intuition is that ADR assertive text 

segments are likely to exhibit specific abstract topics, which may be captured and utilized 

for text classification. We use the Mallet20 tool to generate topics from each of the three 

training set ADR instances. The tool generates keywords associated with each abstract topic, 

and a score indicating the relevance of the topic to the full set of texts. We use this 

information to generate two features from each instance: (i) the topic terms that appear in the 

instance, (ii) the sums of all the relevance scores of the terms in each instance.

Other Features

In addition to the features already mentioned, we use some simple features, which are as 

follows:

i. Length: the lengths of the text segments in words.

ii. Presence of comparatives and superlatives. These are binary features and these 

items are identified from the Stanford parses of the text segments.

iii. Presence of modals.

19http://www.consumerhealthvocab.org/. Accessed on October 13, 2014.
20http://mallet.cs.umass.edu/index.php. Accessed on October 13, 2014.
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Classifier Settings

For the NB and ME classifiers, we use their default implementations in the machine learning 

tool Weka.21 For the SVM classifier, we use the LibSVM implementation22 [53]. The 

performance of SVMs can vary significantly based on the kernel and specific parameter 

values. For our work, based on some preliminary experimentation on the training set, we use 

the RBF kernel. We compute optimal values for the cost and γ parameters via grid-search 

and 10-fold cross validation over the training sets. To address the problem of data 

imbalance, we utilized the weighted SVM feature of the LibSVM library. We gave a higher 

weight (w1) to the smaller class (c1), and the value for the weight was computed from the 

equation: w1 × size(c1) = size(c2). Finally, we performed scaling of the feature vectors 

before the classification process so that all the feature values were in the range [0:1].

Multi-corpus Training and Classification

Following the separate binary classification of each of the three data sets, we attempt to 

combine data from different corpora to assess how that affects classification accuracies. Due 

to the largely imbalanced data set, for the TW and DS data sets particularly, there are not 

many ADR instances. It is likely that the availability of more training data would improve 

classification performance for these data sets. However, preparation and annotation of data 

is an expensive process, and especially to increase the number of instances for the minority 

class, large volumes of data would require annotation (e.g., approximately 8,000 tweets need 

to be annotated to increase the number of ADR class instances by 1,000). Therefore, the 

combination of multiple corpora for improving classification performance is an interesting 

possibility, and its investigation is crucial. In this subsection, we describe how we combine 

training instances from distinct data sets to investigate how they influence classification 

accuracies.

Since we generate a number of portable features from the texts, we expect that if the data 

sets are compatible, they will support cross training. For each of the three data sets, we 

perform two sets of experiments, each set with one of the other two data sets. For example, 

for the TW data set, we combine the ADR instances from the DS data set for one set of 

experiments, and the ADR instances from the ADE data set for the second set of 

experiments. Following these experiments, we perform another pair of experiments for each 

data set, this time combining all the training instances of the two other data sets. These two 

sets of experiments enable us to determine how the classification performance over the ADR 

class changes, if at all, when (i) only the ADR instances of another data set are added to the 

training data and (ii) when all the instances of another data set are added to the training data.

For the final set of experiments, we combine the instances from all three data sets and 

attempt to classify the test set instances for each of the data sets. One major issue 

encountered when performing these sets of experiments is that adding only the ADR 

instances makes the number of ADR instances in the training set larger than the number of 

non-ADR instances, and this makes the balance of the training set significantly different 

21http://www.cs.waikato.ac.nz/ml/weka/. Accessed on October 13, 2014.
22http://www.csie.ntu.edu.tw/∼cjlin/libsvm/. Accessed on October 13, 2014
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compared to the test set. Note that in all of the paired data experiments described in the 

previous subsection, the number of ADR instances was always lower than the number of 

non-ADR instances, but this changes if we add all the ADR instances from the three data 

sets. Therefore, for this set of experiments, we always use both classes of instances.

Evaluation, Results and Discussion

In this section, we provide details of the classification results of our various experiments. 

Like the previous section, this section is divided into two broad parts — the first presenting 

the results of our classification task over individual data sets and the second providing 

results of the multi-corpus classification experiments.

Binary Classification Results

Among the three classifiers, SVMs perform significantly better than the other two with ADR 

F-scores of 0.812, 0.538 and 0.678 for the ADE, TW and DS data sets, respectively. For the 

ADE data set, our SVM classifier performs significantly better than the previously reported 

highest F-score of 0.77 by Gurulingappa et al. [6]23. Similarly, for the DS data set, our 

SVM classifier outperforms our previously reported ADR F-score of 0.652 [33]; and for the 

TW data set, our previously reported F-score of 0.529 [7].24

Our experimental results clearly suggest that the rich set of features we generate via the use 

of NLP, and the tuning of the SVM parameters, provide significant improvements over past 

approaches. An interesting and promising discovery from these experiments is that text 

classification techniques from the research areas of sentiment analysis, subjectivity analysis, 

topic modeling, and polarity classification can be used to improve automatic ADR detection 

techniques from internet-based media. However, while the ADR class F-score for the ADE 

data set is relatively high (0.812), the F-score values for the other two data sets are low 

(particularly for the TW data set). One obvious reason for this is the low number of training 

instances that we have available for the ADR class in the TW data set (and also the DS data 

set). To increase the size of the ADR instances in the data sets, more annotation is required, 

which, as mentioned earlier, is expensive. We, therefore, investigated the possibility of 

solving this imbalance problem, at least partially, by performing multi-corpus training.

Multi-corpus Classification Results

Tables 2 and 3 show the classifier performances for the paired classification experiments. In 

each of the two tables, the best performance obtained using a single data set for training is 

shown for comparison. A number of interesting and important results can be observed from 

the tables. First of all, the classification performances over the ADR instances significantly 

benefit from multi-corpus training for the DS and TW data sets, particularly when combined 

with each other. Adding the ADE training instances to either of the other two data sets also 

23Statistical significance of the F-score measured using the technique proposed by [54].
24The mentioned paper performs classification via under sampling, which yields higher ADR F-scores at the expense of overall 
accuracy. Furthermore, in the under-sampling experiments in the mentioned paper, the test set is also artificially balanced (as the 
intent of the paper was to show the utility of the TW corpus and not to evaluate classification performances on real-life data), and thus, 
some of the experimental results do not represent performances over real-life data. As such, we compare against the 70-30 ratio 
discussed in that paper, which most closely represents real life data.
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improves performance, although in most cases the improvements are not statistically 

significant.25 For the ADE data set, there were no significant differences in performance 

compared to the single corpus binary classification experiments. This can be due to two 

reasons. Firstly, as explained earlier in the paper, the ADE data set does not contain data 

from social media. Therefore, the contents of the text segments are likely to be different 

compared to the DS and TW data sets. Thus, adding the data from the other two sets does 

not improve performance. Secondly, the ADE data set already contains approximately twice 

the amount of instances compared to the other two data sets. As a result, it is possible that a 

larger amount of data is required to further improve the classification performance over the 

ADE data set. Considering the fact that combining DS and TW sets results in better 

performances over these two data sets relative to the performance when ADE instances are 

added to the training, the first of the two explanations seems more likely to be correct.

When all three data sets are combined for training, we do not observe any further 

improvements compared to the paired classification experiments, as shown in Table 4. This 

observation is in line with the paired classification experiments which show that adding 

training data from the ADE data set does not significantly improve performances for the TW 

and DS classes. This suggests that although multi-corpus training can be applied to improve 

performance, such approaches are likely to work when similar data sets are combined, and 

not when the data sets are dissimilar.

Impact of Multi-corpus Training

We wanted to compare the projected result for a specific data set size and the actual result 

for that specific size of training set obtained by combining data from another data set. For 

example, when training using the TW + DS data sets and testing on the TW test set, we 

added all the DS training instances (8,494) to the TW instances. We are interested in 

predicting what the ADR F-score on the TW test set would be if an equal number of TW 

instances were added for training, and compare that value to the actual performance when 

the DS instances are used for training instead. This will give us an estimate of the 

performance gap between training using data from the same corpus data and using data from 

another corpus. To do this analysis, we first generated training set size vs. ADR F-score 

graphs for the data sets. We then fit trendlines to the ADR F-scores. We found logarithmic 

trendlines to have the best fit, and found that the ADE data set has the best fitting trendline 

and the TW data set to have the least fitting trendline. Importantly, using the equations for 

the trendlines, we were able to estimate the projected performances and compare them with 

the actual performances using data from a different corpus. Because we found the TW and 

DS data sets to be compatible for multi-corpus training, we only performed this analysis for 

these two data sets. Figure 3 summarizes the results of this comparison. The figure shows 

that for the DS set, the projected score is very close to the actual F-score obtained when 

combined with the TW data set. However, for the TW set, it can be seen that the difference 

is greater. In fact, for the TW set, because of the very low values towards the left of the 

figure, the trendline clearly over estimates the projected score. The R2 value also shows that 

25Obtaining statistically significant improvements is quite challenging because of the already good performances of the classifiers in 
the single corpus binary classification tasks.
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the trendline for the DS set has much better fit than the TW set. These experiments clearly 

demonstrate the usefulness of multi-corpus training.

Contribution of Features

We performed several leave-one-out classifications to investigate the contribution of each of 

the features on classification performances. Table 5 presents the results of these 

experiments. It can be observed from the table that all the features tend to improve ADR F-

scores, and the F-score drops when they are removed from training. The only case when the 

ADR F-score improved is for the syn-set expansion feature on the TW data set; this, 

however, is a very small improvement, and is not statistically significant. In terms of impact, 

n-grams tend to be very useful, as expected, and there are significant drops in the ADR F-

scores when they are removed. Similarly, the UMLS semantic types and CUIs clearly have a 

crucial impact in classification performance and large drops are seen when they are removed 

during training. The syn-set expansion and topic model features appear to be particularly 

useful for the ADE data set. For the syn-sets, this can be due to the fact that there are 

generally more synonyms associated with the terms in the ADE instances than the two other 

data sets or because WordNet is unable to identify synonyms for a number of colloquial or 

misspelt terms. For the topic models, it is perhaps due to the fact that the ADE corpus has a 

much larger amount of ADR information, resulting in the generation of more reliable topics. 

The sentiword feature, in contrast, appears to be more useful for the social media based data 

sets compared to the ADE corpus. This may suggest that users tend to use terms with 

negative prior polarities when discussing ADRs. This illustrates the benefits of utilizing 

sentiment indicating features when mining ADRs from social media. The change phrases 

and other features tend to have relatively low impacts on all three data sets. Finally, the DS 

data set tends to show the lowest variance between the experiments and the TW set tends to 

show the highest. Importantly, it is observed that the best score is obtained by the 

combination of all the features and not by individual features of subsets of the features used. 

This supports our initial hypothesis that the generation of a rich set of features along 

multiple dimensions improves the performance of learning-based approaches. Note that due 

to the inter-dependence of some of the features (e.g., negation with sentiment score and syn-

sets), we only assess the impacts of the different features using the leave-one-out scores 

rather than individual feature scores. Also, some of the features are only generated for a 

limited number of instances (e.g., change phrases in the TW set), meaning that the benefits 

of these features can only be observed when combined with other features and not when 

applied independently.

Error Analysis

We conclude this section with an analysis of the causes of classification errors, and a 

discussion possible techniques that can be applied/incorporated in the future to address these 

problems.26 The common causes for misclassifications are as follows:

26This analysis only refers to the social media component of our research (i.e., the TW and DS sets).
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• Non-standard terms/use of English — Many ADR descriptions are described using 

non-standard terminology. These are often very unique to specific posts and are not 

repeated. As a result, the classifiers often mis-classify these cases.

• Short posts — Some posts are very short and consist of very few terms. This makes 

the generation of a rich set of features associated with the posts impossible, thus, 

resulting in misclassifications. Due to the large number of non-ADR instances, 

such posts get classified as such, even when they mention ADRs.

• Large proportion of spelling errors — Often posts consist of large numbers of 

misspellings. As the misspelt terms do not contribute to the sentiment/polarity/

lexicon/topic scores, these posts are often misclassified (to the non-ADR class).

• Generic statements about ADRs, not personal experience — Often users mention 

multiple ADRs in their posts, but the statements are generic and do not represent 

personal experiences. This is often the case when users quote lines from the 

disclaimers in the advertisements for the specific drugs. This results in 

misclassification of non-ADR comments as ADRs.

• Mixed sentiments/ambiguous statements — Often the user posts are very 

ambiguous and do not clearly represent their intents. This is often also the result of 

sarcastic statements. In such statements, positive feelings are often expressed 

regarding ADRs. This generally results in ADR comments being classified as non-

ADR.

A large number of user posts exhibit multiple of the above issues and prove to be very 

difficult to classify. Table 6 presents ten sample user posts, describing the issues they 

exhibit.

Summary of Results and Discussions

We conclude this section with the following brief list to summarize our research findings.

• By using NLP techniques to extract novel features from text, the performance of 

machine learning algorithms attempting to automatically detect ADR assertive 

sentences may be significantly improved.

• Combining lexical features from well-established research areas such as sentiment 

analysis/polarity classification can improve the automatic classification of ADR 

mentions from social media text. This is perhaps because users generally express 

sentiments when posting about drug associated events in social media, and the 

sentiments generally correlate strongly with the reactions associated with the drugs 

they are taking.

• The two previously unused features, based on ADR lexicons and topic models, 

boost ADR classification performances, the latter being more useful when a large 

amount of text is available for the generation of topics.

• Multi-corpus training can provide significant improvements in classification 

accuracies if the corpora used are compatible. Considering the numerous social 

networks that are available today, this provides the opportunity to combine data 
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from various sources to train machine learning algorithms. This also means that 

significantly lower amounts of time can be spent on annotation of data, and instead, 

annotated data from distinct sources can be combined to perform ADR detection 

tasks from social media. Systems trained on data from multiple social media 

sources are likely to be more portable than those trained from a single corpus.

Conclusions and Future Work

In this paper we focused on the problem of automatic text classification of sentences to 

detect ADR mentions. In particular, we attempted to investigate approaches by which NLP 

and machine learning techniques can be applied to improve the automatic classification of 

social media text containing medical information. Our particular focus was social media 

data, but we also included a publicly available data source from outside the social media 

domain for scientific comparison. We discussed the collection and preparation of two data 

sets that we have prepared in-house, one of which has been made publicly available. We 

utilized NLP techniques to extract useful features from the three data sets and showed that 

the careful selection of features can significantly improve automatic classification 

accuracies. The features chosen were indicative of various properties of the texts including 

their polarities, sentiments and topics. Our experimental results strongly suggest that the 

combining of features from well established text classification research areas, such as 

sentiment analysis, can improve classification accuracies. As such, there is a strong 

motivation for further exploration of similar well established research areas to identify 

features that may be applied to automatic ADR detection and monitoring. Furthermore, the 

topic model feature that we introduced is likely to benefit text classification tasks in general, 

and should be explored in future research.

We explored the possibility of combining annotated data from different corpora in an 

attempt to improve classification accuracies. Our experiments showed that significant 

improvements in classification accuracies can be achieved by combining the DS and TW 

data sets, and slight improvements can be achieved over the DS and TW sets when 

combined with the ADE training data. This suggests that if data sets are compatible (i.e., 

they contain similar types of text), they can be combined for training. Although various 

properties of the DS and TW data sets are very different (e.g., post lengths, contents, n-gram 

models, and so on), the use of features, such as indication of sentiments, topics, ADRs, and 

polarities, maybe used to reflect compatible properties of the texts. This leads to improved 

performances when cross-corpus training is performed, and similar techniques can be used 

in the future for text classification problems attempting to utilize multiple data sets. The 

empirical validation of this hypothesis may have crucial implications, particularly when 

working with social media data, where the volume of data is colossal, and numerous sources 

of information exist. This may also significantly reduce annotation time and expenses.

In the future, we would like to combine information from multiple corpora for the task of 

ADR relation extraction, which is the next step in our ADR monitoring pipeline. 

Considering that we achieved significantly better results than past research in the area, we 

expect that combining information from multiple sources for the later stages of our work 

will produce similar results. From an NLP and more general medical informatics 
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perspective, we want to explore what NLP and feature extraction techniques from various 

text classification problems can be applied to text in the medical domain. It must be 

mentioned that the key to improving classification performance via combining corpora was 

the use of NLP on distinct data sets to extract features which represented similar information 

across the corpora. Thus, future research in this area may provide further break-through. 

Finally, there has been major progress in automatic text summarization research in the 

medical domain, such as the work presented in [55]. Considering the large volume of drug 

related information available in the various social networks, we will attempt to use 

summarization techniques to compress and identify critical information about drugs and 

utilize the summaries to assess drug safety.
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We introduce a portable model for Adverse Drug Reaction (ADR) detection from text

We present two annotated datasets built in-house for ADR detection from social media

We show that using NLP-based feature extraction improves ADR classification accuracy

We introduce multi-corpus training for ADR classification using compatible features

Our results verify that multi-corpus training can significantly improve accuracy
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Figure 1. 
Examples of user posts on Twitter and DailyStrength regarding their experiences with drugs. 

User names have been removed from the posts for privacy protection.
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Figure 2. 
ADR detection pipeline from a very high level.
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Figure 3. 
Comparison of actual vs. projected accuracies for the DS and TW data sets.
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Table 1

Distribution of ADR and non-ADR instances for the three data sets.

Data set ADR Instances non-ADR Instances

TW 1,239 9,583

DS 2,513 8,104

ADE 6,821 16,695
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Table 6

Examples illustrating common reasons behind the misclassification of tweets.

Post Classified as Issues

geez this vyvanse makes me talk a mile a minute haha non-ADR ambiguous, short

ok vyvanse, it's 4:30am. at this point ima just throw you a big **** 
you non-ADR ambiguous reference to ADR (sleeplessness)

this cipro is totally “killing” my tummy ..hiks.. non-ADR non-standard description of ADR

i don't know if vyvanse was a good idea #nosleep non-ADR ambiguous, non-standard description of ADR

#restlesslegs #quetiapine non-ADR short, non-standard terms

had a dream my eyes got burnt out of my head, thank you trazodone non-ADR sarcasm/contradictory statement

popped a vyvanse, im tweaked. whoop non-ADR ambiguous, short, non-standard terms

fluexetine and quet zombified me..ah, the meds merrygorount #bipolar non-ADR spelling mistakes, non-standard terms

wtf Humira, ‘clears your skin but may cause u cancer or heart failure 
smh’… ADR generic statement about ADR, no reference to 

personal experience

shorter xarelto advertisements: if you take it you may “bleed to death” ADR general ADR statement (reference to advertisement)
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