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INTRODUCTION

The use of deuterium oxide (D20) for the
measurement of total body water is based on the
principle of isotopic dilution (1). Hevesy and
Hofer (2) were the first to report that the volume
available for distribution of injected D20 in the
human approximates closely the total body
water, and in addition, D20 provides a practical
means for studying water metabolism. Their
findings have been confirmed by numerous in-
vestigators who have found that total body water
as measured with D20 agrees well with estimates
based on desiccation, specific gravity, antipyrine
and tritium oxide dilution in rats, rabbits, guinea
pigs, and humans (2-11). The primary inherent
source of error in this method lies in the exchange
of deuterium atoms with labile hydrogen atoms
of organic molecules (12-14). Since exchange
occurs rapidly (13, 14) and represents only a
small loss of deuterium from the water stores
(3, 13, 14, 15), it does not affect the general
validity of the method.
The technique involves a very large dilution of

the isotopic compound, so that the precise ac-
curacy with which the D20 is measured becomes
the key factor in obtaining quantitative estimates
of total body water. In order to obtain a high
order of accuracy we have used the mass spec-
trometer in the measurement of deuterium con-
centration in body fluids. In this paper we are
reporting the procedure, calibration techniques,
and the accuracy obtained in such measurements.

1 This work has been supported in part by the Office
of Naval Research, the Atomic Energy Commission, and
the American Cancer Society. The deuterium has been
supplied in part by the Isotopes Division of the Atomic
Energy Commission.
2Atomic Energy Commission Postdoctoral Research

Fellow in the Medical Sciences.
8 Now at the Public Health Research Institute of the

City of New York.

The inherent error in the method, i.e., the loss of
deuterium by exchange, has been estimated as
having a water equivalent of 0.5% to 2.0%o of the
body weight and is probably close to 1.0% to
1.5% (3, 13, 14, 15). Thus, for the average
adult, results calculated by the D20 method are
too high by an estimated 700-1,000 ml. of body
water. This figure sets a limit on the accuracy
which can be achieved in total body water studies.
Consequently, accuracy of the method within 1
liter of the approximately 45 liter total is con-
sidered acceptable. For a 70 kg. adult injected
with 80 to 100 gm. of 99.9%o D20, the equilibrium
concentration will be close to 0.200 volume %
D2O. In order to satisfy the criterion of accuracy,
the acceptable error is limited to s 0.004 volume
%o D20 (at this concentration, volume %b D is
equivalent to atom %o D).

CONVERSION OF SAMPLE TO HYDROGEN GAS

The hydrogen converter, which serves to pre-
pare gas samples for the spectrometer, is a gas
train modeled after a converter designed by Rit-
tenberg and Graff (15a). Essentially the train
consists of an oxidizing furnace, a reduction fur-
nace, and a Toeppler pump. The reduction fur-
nace contains a pyrex tube filled with zinc
granules; it is operated at about 390° C. A single
charge of zinc is usually sufficient to last for the
preparation of 150 samples. As the charge be-
comes exhausted, the temperature of the furnace is
gradually raised until a small fraction of the zinc
is melted. When necessary oxygen gas is used to
oxidize the sample and serves also to sweep it
along the train.
Approximately 0.03 ml. of water, plasma, or

urine is pipetted quickly into a small platinum
boat and inserted into the Vycor tube some dis-
tance from the oxidizing furnace. The evolution
of the vapor from the water samples is speeded by

1311



. A. K. SOLOMON, I. S. EDELMAN, AND SIDNEY SOLOWAY

SOURCE
GAS INLT

MAGNET POLES

COLLECTOR NO. EXIT SLIT

"COLLECTOR NO.2

FIG. 1. MASS SPECTROMETER

gentle heating; no heat is applied to urine or

plasma. The water is collected in a dry-ice trap,
and the system is then evacuated so that the sam-

ple is distilled through the zinc furnace and
pumped into the sample bulb by the Toeppler
pump. If a single pass through the furnace does
not reduce all the sample, it is discarded and the
temperature of the furnace raised for the next
sample.

THE MASS SPECTROMETER

The mass spectrometer, as shown in Figure 1,
is a 60-degree sector instrument of the type de-
scribed by Nier (16). The accelerating tube was

built in the shops of the University of Minnesota,
and the electronic and accessory apparatus con-

structed according to drawings supplied by Nier.
In order to obtain a better vacuum in the accel-
erating tube, a two-stage metal mercury pump
was used to replace the glass mercury pump speci-
fied. Although the vacuum was satisfactory, a

most disturbing anomalous effect was observed in
early experiments when hydrogen samples were
introduced into the system. The pressure, as
measured on an ionization gauge, varied errati-
cally. This effect which has also been observed
by others (17-20), was due to back diffusion
of the gas through the jets of the mercury
pump. To correct it, redesigned jets were in-
stalled in the pump, the fore-vacuum system was
brought to the lowest possible vacuum, and the
heater on the mercury pump was run at a tem-
perature higher than normal.
The spectrometer has two collecting slits and

amplifiers for the simultaneous measurement of
two isotopes of heavier elements. Unfortunately,
the double collection system cannot be used for
hydrogen due to the large separation between the
mass 2 and mass 3 peaks. As a result, it has
proved necessary to impose stringent require-
ments on the various regulating systems. The
voltage regulators for the amplifiers and for the
high voltage supply have been redesigned. The
emission regulator has been replaced with one
utilizing an additional stage of amplification.
The hydrogen and deuterium ions are formed

in the ion-source by bombardment of the gas with
a beam of electrons of 75 volts energy. As ini-
tially designed, a permanent magnet is used to
focus the electrons along a path perpendicular to
the direction of ion beam acceleration. As
pointed out by Jordan and Coggeshall (21), this
electron focussing magnet is responsible for many
sources of error in mass abundance measure-
ments. We have obtained a satisfactory ion beam
in the absence of this magnet by placing the fila-
ment which emits the electrons very close to the
first slit which defines the electron beam. With a
total emission current from the filament of 360
microamperes, we have collected 12 microamperes
of effective electron current in a trap placed at
the end of the electron trajectory. With a trap
current of 12 microamperes, it is possible to col-
lect enough hydrogen ions to produce a potential
of 15 to 20 volts across a 40,000 megohm resistor.

It is possible to bring the ion peak onto the col-
lector plate by holding the main magnetic field
constant and adjusting the ion accelerating po-
tential until the ion current is at a maximum.
Or, the ion accelerating potential may be held
constant and the magnetic field be altered to bring
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first mass 3 and then mass 2 onto the collector
plate. For work with hydrogen, the second
method, magnetic scanning, is to be preferred,
since it eliminates many errors of discrimination
between ions of mass 2 and mass 3 within the ion
source. The necessary small modifications have
been made to the spectrometer to simplify magnetic
scanning.
One advantage in work with hydrogen is that

in the low mass region there are very few possible
contaminants, and one need not worry about back-
ground peaks in this region arising from con-

tamination inside the tube. In practice, this
means that the tube needs to be outgassed only
at infrequent intervals. Further, since the separa-

tion between peaks is very great, the beam may

be collected on the wider of the two collecting
plates. Since the plate is much broader than the
peak, it is possible to tolerate some small shifts in
position of the ion beam on the collector. This
operates to reduce slightly the requirements for
stability of the ion accelerating potential and the
magnetic field.

SOURCES OF ERROR

a) In preparing the samples
The errors in preparing gas samples are three-

fold: contamination, memory, and fractionation.
Contamination may arise from exposure of the

sample to air, which will result in exchange be-
tween the sample and water vapor (13, 22).
Therefore, in handling samples, care must be
taken to limit this exposure. Samples are sealed
in ampoules immediately after being drawn and
are kept in a frozen sate. The calibration stand-
ards are kept airtight by storing in a syringe with
the needle tip corked and the barrel sealed with
an Apiezon vacuum grease film. A thermocouple
gauge is used to measure the air pressure in the
converter; it serves to warn of possible air leaks.
Another source of contamination is from dis-
solved volatile substances in blood and urine, such
as ketone bodies, alcohol, lipids and ammonia
compounds. To guard against combustion of
these substances to water, the oxidizing furnace
is not used when converting serum and urine.
The memory effect is due to exchange in the

converter while the sample is in the water phase,
particularly with water films on the glass walls
(22). The data in Table I show the magnitude of

TABLE I

Memory effect
Previous sample: 0.0145 atom % D

Run number Atom % D

1 0.180
2 0.208
3 0.235
4 0.228
5 0.235

this effect which is a function of the difference in
concentrations in the two successive samples. At
low concentrations, discarding the first two bulbs
converted will largely eliminate this source of
error. We convert to obtain five gas bulbs per
sample, discard the first two, run the last three
and take the mean atom %o as the determined
value of the sample. Our converter is not used on
samples with deuterium content greater than
0.799%.
The third source of error is fractionation. This

phenomenon is dependent on the vapor pressure
and diffusion rate differences (22) of D20, HDO,
and H20. Thus, in collecting fractions of samples
converted, we found, as shown in Table II, the
head fraction lighter and the tail fraction heavier
than the average of all fractions. This source of
error can be avoided by either collecting only the
middle fraction or converting each sample to com-
pletion. We prefer the latter technique.

b) In the spectrometer

Many of the sources of error common to 60-
degree sector tubes are eliminated by the use of
magnetic scanning and the absence of the electron
focussing magnet. Nonetheless, there remain
other variables which have to be taken into con-
sideration. One source of error is a depression
in the apparent D/H ratio when foreign gases are
present. Since air is the major foreign gas which
may plague us, all samples are checked for nitro-

TABLE Ir

Fractionation in Convert

Fraction Head Middle Tail

No. of runs 2 3 1
Atom % D 0.174 0.177 0.186
Average of all runs 0.178

No. of runs 4 5 4
Atom % D 0.927 0.945 1[0.976
Average of all runs 0.947
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gen content, and high ones are discarded. It might
be possible to have a memory effect within the
spectrometer tube due to adsorption of H2 gas on
the metal surfaces. However, control experiments
have indicated that this effect does not occur over
our normal concentration ranges.
Another error might arise from the relative

specific ionization of hydrogen and deuterium.
Honig (23) has shown that the total ionization
cross sections for H2+, D24 and probably HD+ are
the same within 4%. Nevertheless, a small num-
ber of monatomic H+ ions will be produced by
electron impact on H2, and thus the intensity of
the mass 2 beam will be depressed. Likewise, D+
and H+ ions lost from the HD+ fraction will cause
a decrease of mass 3, and the D+ ions will con-
tribute to an increase in mass 2. Bauer and
Beach (24) have shown this loss amounts to
2.54%o for H+ from H2+, and 1.36%o for D+ from
D2+, at an electron accelerating voltage of 75 volts
such as we use, and further, that the ratio of H+
lost to D+ lost is virtually independent of voltage
up to 100 volts. Friedel and Sharkey (25) have
confirmed the ratio of these two losses; further,
they have observed that at 70 volts the losses of
monatomic ions from H2 and HD are practically
equal and are twice the amount of monatomic
ions lost from D2. The ratio

H+ lost from H2+
H2+

(H+ + D+) lost from HD+
HD+

has the value 1.03, and hence all figures for the
mass 3/mass 2 ratio should be divided by this
factor. The determination of deuterium in bio-
logical work does not necessitate measurements
of high percentage deuterium samples, and hence
the contribution of D+ ions to the mass 2 peak can

be neglected.
As pointed out by Inghram (26), an additional

source of error may arise in non-linearities in the
input resistor (4 x 1010 ohms) of the amplifier
over the range from 0.001 to 20.0 volts used in
these experiments. Feed-back amplifiers such as

used in this spectrometer should be free of any
other non-linearities, an assumption which has
been checked experimentally on similar amplifiers
by Inghram. The non-linearity errors may be
measured directly as he describes, or they can be

evaluated by calibration against measured deu-
terium dilutions, as we have done. For biological
measurements, in which relative rather than abso-
lute values of this ratio are required, it is sufficient
to calibrate the system over the limited range of
dilutions and ion beam currents which will be met
in practice.

In view of the large percentage difference in
molecular weight between mass 2 and mass 3, it is
important to compensate for any fractionation of
the gases entering the spectrometer. Honig (23,
27) has shown that fractionation occurs in the
source, the region of the spectrometer in which
the gas is ionized. Therefore, it is necessary to
multiply the observed mass 3/mass 2 ratio by
a pumping speed correction of V3/2 = 1.225 to
compensate for the greater rate at which mass 2
is removed from the source.

Fractionation may also occur between the gas
reservoir and the source in the spectrometer. To
avoid this, Nier (16) has designed a long capil-
lary gas inlet system constricted at the end near
the spectrometer. In such a system the viscous
gas flow (flow independent of molecular weight)
through the capillary overcomes any tendency for
fractionation at this constriction, and hence no
discrimination between the two masses is expected.
The mass 3/mass 2 ratio as measured on the
spectrometer is constant for up to seven succes-
sive runs taken from a single filling of the reser-
voir; therefore, the gas composition in the reser-
vior remains constant, proving that the leak does
not fractionate.
The major uncompensated sources of error

arise from drift in the amplifier and in the emis-
sion current. Under the best conditions, the short
time amplifier drift is under 0.2 millivolt. After
the amplifiers, which are not turned off, have been
in operation for two or three days, the long time
drift disappears. Long time drifts in emission
current are corrected at the beginning of each run,
and short time drifts cannot be detected on the
trap current meter. The uncompensated drifts
may be considered as random errors.

It must be pointed out that the stability of the
instrument is temperature and humidity depend-
ent. When the ambient temperature rises above
900 F., it is wiser not to attempt to obtain accurate
results.
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FIG. 2. MASS 3/MASS 2 RATIO AS A FUNCTION OF PRESSURE OF HYDROGEN IN THE SYSTEM

The intercept with 0 ordinate gives the true ratio for the sample.

CALCULATION OF RESULTS

a) HHH+ effect
As stated by Bleakney (28) in 1932, the in-

tensity of the mass 3 peak is dependent not only
on the presence of HD+ ions but also on HHH+
ions, formed by the collision between HH+ and
H2. The intensity of the HHH+ contribution is
a linear function of the pressure of H2. This can

be measured directly by the intensity of the mass

2 peak, as shown in Figure 2.
The D/H ratio can be determined from the in-

tercept of this curve with the ordinate zero. We
had hoped to determine the absolute slope of this
curve from the average of a long series of runs,

and then to use the value thus determined to ap-

ply a calculated correction to a determination
made at one pressure only.
The slope is, however, very dependent on trap

current; at 12 microamperes, a 1 microampere in-
crease in trap current causes a 6%o decrease in
slope. Further, operation at the same value of
trap current is not sufficient to control the slope
absolutely, and so we always plot the curve in
order to obtain accurate values.

b) The atom %o deuterium formula and equilib-
rium constant
By definition, the formula for atom %o D is

given by:

(1) Atom % D D 100

for the reaction:
HH + DD - 2HD (gas phase).

This can be rewritten, as pointed out by Rittenberg (29) for
N's.

(2) Atom % D [liD] + 2[DD] X10.
2[HH] + 2[HDJ + 2[DD]

Since we determine the apparent ratio of [HH] or the
[HHJ

Mass 3 ratio, with the spectrometer, the entire formula

can be expressed in terms of this ratio, if the equilibrium
constant for the gas phase reaction is known. The experi-
mental determination (24, 30) of this constant gives a

figure closely approximating 3.80 at 410° C., which is the
average temperature at which our zinc furnace is run.

Thus for:
R[HD] thtbmass 3

[HHJ' as measured in the spectrometer by mass 2

and

.80~ [HD]'(3) K°'C 3.80 -

[HH] X [DD]'
and taking into account the pumping speed correction
factor of 1.225,

(4) Atom % D = R(2R + 4.66) x 100.
2(R2 + 4.66R + 5.70)

This formula can be simplified by using the approximate
value of K = 4.0. In this case the formula is

(5) Atom %D = R _ X 100.

Although this approximation is fairly good at low concen-

trations, it introduces an error of greater than 0.003 atom
% D at abundances greater than 0.500 atom % D. v In
body water determinations with an injected dose of 100 gm.
of D20, the concentrations found in the body fluids are

considerably less than this a few minutes after the injection.

c) Calculation of total body water volume

In order to calculate total body water volume,
the concentrations of D20 must be expressed as

volume % D20 which is calculated from the atom
% D as follows:

(6) Volume of D20 per mole water
d

MD

where: A = fraction of water present as D20, i.e., (atom

% D in excess of normal)/100.
MD - molecular weight of D20.
dD - density of D20 at body temperature.

MASS33X-MASS 2
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(7) Volume of H,O per mole water ( A)(M)
dH

where: MH - molecular weight of H20.

dH - density of H20 at body temperature.

Volume of D20 X 100
VolVume of D20 + Volume of

Simplifying and substituting the constants:

(9) Volume % Di0
0.004 + 0.996

Since only the deuterium concentration greater than nor-

mal abundance represents dilution by the body water, the
excess of atom % D enters into the equation.4 Our
value for normal abundance is 0.0150 atom % D.

(10) A Atom % D of the unknown 0.0150

100

CALIBRATIONS

In final calculations for atom % D, it is neces-

sary to take account of all the known sources of
appreciable error, including particularly the non-

uniformity of the resistor as a function of voltage
already described, which can lead to an error pro-

portional to concentration. Therefore, we have
used the results of a series of calibration runs at
concentrations up to 0.799 atom %o D to provide
an empirical graphical relation between the meas-

ured 3/2 ratio and atom %o D.
For the calibration, the operating conditions of

the spectrometer were kept constant: an emis-
sion current of 12 microamperes, an accelerating
voltage of 1750 V, and the magnet settings neces-

sary to obtain the maximum mass 3 and mass 2
peaks.
A series of five standards of known concentra-

tion were prepared gravimetrically from 99.87%o
D20. In order to compute the atom % concen-

trtion of the standards prepared, it is necessary

to know the normal abundance of D20 in the dis-
tilled water used as determined by our instrument
under the fixed conditions imposed. The average

of 21 distilled water runs was 0.0150 atom % D
as shown in Table III. For comparison purposes,
this average value can be expressed as one part D
in 6670. This is in excellent agreement with a

4Below an atom % D excess of 0.100 the volume %
D2O can be taken to be identical with the atom %O D ex-

cess. For concentrations between 0.100 and 0.300 atom
% D excess, the volume % D20 is equal to the atom %
D excess plus 0.001. For concentrations between 0.300
and 1.00 atom- % D excess, the volume % DsO is larger
by from 0.001 to 0.004.

ratio of one part in 6700 + 50 determined by
Voskuyl (31) and Greene and Voskuyl (32) in
careful density measurements.
The normal abundance can be expressed in

terms of weight % D20 by the following equa-

tions:

(11) Weight D20 per mole water -

Atom D0X MD
(12) Weight H20 per mole water

(1 Atom % D) X MH

(13) Weight % D20 Weight D20 X 100

We calculated the normal abundance for the distilled water
used to be 0.0167 weight % D20. The concentration of
the D20 used in preparing the samples was checked from
the weight of the volume delivered by a 25-ml. Bureau of
Standards calibrated pipette and the density figures for
D20 reported by Tronstad and Brun (33). From the
known weights, concentrations and molecular weights of
the D20 and water used in preparing the standards, the
atom % D of each standard was calculated by applying
the following formula:

(14) Atom % D = MD

(D WI +W2 \MD +

MH W1IFD + W2fD MH}
Where:

Wi Weight of D20 in standard,

W- Weight of distilled water in standard,

FD- Weight fraction of D-20 in the D20,
fD - Weight fraction of D20 in distilled water.

Since FD, fD, MD, and MEI are constants for the material
and instruments used, the expression can be reduced to:

(15) Atom % D
100

(1.1117) (o.9987x W+0.000167XW2 -0.1117.

Table IV shows that the atom % D, after all
corrections have been made, deviates significantly
and progressively from the "true" value above a

concentration of 0.100 atom % D. Consequently,

TABLE III

Normal abundance of deuterium in hydrogen*

Date No. runs averaged Atom % ID

2/49 6 0.0145
3/49 5 0.0140
4/49 4 0.0153
7/49 3 0.0165
11/49 3 0.0147

Mean - 0.0150
Standard deviation of the means 0.0008
Probable error = 0.0005

* As measured under our conditions.
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TABLE IV

Cakulated and "true" values of atom % D

Stand- R (Mas 3 l,) Measured "True"Date rd Mas1O)atom % atom %ardlMass 2 D* D

4/5/49 No. 6 0.61 0.025 0.0248 0.000
4/4/49 No. 5 1.05 0.044 0.0452 0.001
4/9/49 No. 4 2.61 0.107 0.111 0.004
4/8/49 No. 3 8.78 0.350 0.401 0.051
4/10/49 No. 2 17.53 0.695 0.799 0.104

* Calculated from Equation 4.

the calibration curve has been used as the basis
of all our determinations. In Figure 3, the mass

3/mass 2 ratios of the standards, plotted against
the "true" atom % D, are seen to fall on a straight
line. Table V shows that all of the standards
were determined with a probable error of less than
0.004 atom %7 D.

ACCURACY OF THE METHOD

The handling of body fluids is based on sugges-
tions made by Rittenberg. The 0.03 ml. sample
(urine or plasma) is pipetted into a platinum boat
and placed in the inlet tube. The oxidizing fur-
nace is kept off and no external heat applied in
order to avoid combustion of organic volatile ma-
terials. The water of the sample is evaporated
by and carried over in an oxygen stream and then

OBSERVED

MAA S3XI-3

*TRUE' ATOM % DEUTERIUM

FIG. 3. CALIBRATION GRAPH SHOWING RELATION BE-
TWEEN MASS 3/MASS 2 RATIO TO "TRUE" ATOM %o D
AS DETERMINED BY WEIGHED STANDARDS

collected in a dry-ice trap, for a routine reduction.
With this method no preliminary purification of
the sample is necessary. In order to determine
the completeness of recovery by this method,
99.877o D20 was added in vitro to weighed
amounts of serum and urine. In each case, an
aliquot of D20 was diluted with triply distilled
H20 as control. The D20 concentrations in the
four specimens were then measured; the results

TABLE V

Reproducibility of atom % D* in standards

No.
Date Stand- of R-e Mean a P LDae ard sam- Rag Men r PE

pies

4/5/49 No.6 5 0.0220-0.0269 0.0248 0.00192 0.00129
4/4/49 No. 5 4 0.0408-0.0445 0.0428 0.00175 0.00118
4/9/49 No.4 4 0.105 -0.111 0.107 0.0020 0.0013
4/8/49 No.3 8 0.350 -0.367 0.361 0.0053 0.0036
4/10/49 No.2 8 0.706 -0.725 0.716 0.0057 0.0038

* Calculated by Equation 5.

are listed in Table VI. These results indicate re-
covery of very close to 100%o since the maximum
difference between calculated and determined
values is 2.0%o. Since an error of 0.004 atom %o
D would be equivalent to 2.0%7o at these concentra-
tions, we can interpret these results either as

TABLE VI

Recovery of deuterium from plasma and urine

No. Deter- Calcu-
Date Specimen runs Atom mined lated A%aver- % D ratio ratio

aged

3/19/49 H2O Standard 6 0.202
3/23/49 Plasma 4 0.192

0.954 0.947 0.8%

4/21/49 H20 Standard 7 0.204
4/23/49 Urine 7 0.198

1.03 1.01 2.0%

100%o recovery within 0.004 atom % error, or
98% recovery and no error in measurement.
The technique used to determine the reproduci-

bility of our results is based on the use of calibra-
tion standards kept under anaerobic conditions.
From Table VII, it can be seen that none of the
determinations show a' deviation from the mean
greater than 0.003 atom % D. We have com-
puted the standard error of the means and find

II I
_ _ _ _ I

/7

4 ///

2.

C.II
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TABLE VII

Reproducibility of standards

Stand- No. Mean Differ- Standard
ard Date samples atom Mean ence from deviation

number % D the mean of the mean

No. 5 4/2/49 4 0.045 0.044 .001
6/14/49 1 0.044 .000
6/20/49 2 0.042 .002
8/25/49 3 0.047 .003
10/22/49 3 0.041 .003
11/3/49 3 0.044 .000 0.0019

No. 3 4/8/49 8 0.399 0.396 .003
6/23/49 2 0.393 .003
10/27/49 4 0.395 .001
11/5/49 3 0.396 .000
11/17/49 3 0.398 .002 0.0021

that 95.5%7o of the data would be within 0.004
atom %o D of the mean. The distilled water sam-

ples as shown in Table III can also be considered
as standards and it can be seen that more than
99%o of the data would deviate less than 0.004
atom %o D from the mean.

These values of standard deviation show that
determinations of D20 concentrations in body
fluids are accurate to 0.004 atom %o D. There-
fore, for equilibrium concentrations of approxi-
mately 0.200 atom %o D, the total body water
values are accurate to within approximately 800
ml. To maintain a check on this accuracy, it is
essential that periodic determinations of the cali-
bration standards be carried out.

Successive measurements of the same sample
will lead, of course, to a smaller value of standard
deviation. Five successive runs on a sample of
0.3682 atom %o D gave a standard deviation of
0.0005 atom % D. In terms of the mass 3/mass
2 ratio for this sample, which is 0.00810, the
standard deviation is 0.000001.
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