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Abstract

Cortical and thalamocortical activity is highly state dependent, varying between patterns of 

activity that are conducive to accurate sensory-motor processing, to states in which the brain is 

largely off-line and generating internal rhythms irrespective of the outside world. The generation 

of rhythmic activity occurs through the interaction of stereotyped patterns of connectivity together 

with intrinsic membrane and synaptic properties. One common theme in the generation of rhythms 

is the interaction of a positive feedback loop (e.g. recurrent excitation) with negative feedback 

control (e.g. inhibition, adaptation, or synaptic depression). The operation of these state-dependent 

activities has wide ranging effects from enhancing or blocking sensory-motor processing to the 

generation of pathological rhythms associated with psychiatric or neurological disorders.

Introduction

The forebrain is a network of coupled oscillators - even repetitive action potential generation 

is a type of oscillation. The high degree of interconnectivity between cortical neurons and 

between the cortex and thalamus, together with intrinsic membrane and synaptic properties, 

gives rise to a number of state-dependent network oscillations[1-3]. Currently we understand 

well the mechanisms of generation of three of these oscillations: slow, spindle, and gamma 

waves. Slow and spindle waves occur largely during slow-wave sleep, while gamma waves 

are present throughout brain states, but are most prominent in the alert and attentive animal. 

Reviewing the cellular and network mechanisms of these rhythms is instructive, pointing us 

towards the possible basis for network activity that is not yet well understood. Interestingly, 

all of these rhythms depend upon an excitatory or activating component (e.g. recurrent 

excitation, inward currents) interacting with an inhibitory or refractory component (e.g. 

return inhibition or adaptation). The unique properties of these network oscillations arise in 

part from the time it takes to complete one cycle, to the subtypes of neuron involved and 

their density of involvement, to the pattern of propagation and synchronization.

© 2014 Elsevier Ltd. All rights reserved.
*corresponding author: (203) 785-5981, Fax: (203) 785-5263, david.mccormick@yale.edu. 

Publisher's Disclaimer: This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our 
customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of 
the resulting proof before it is published in its final citable form. Please note that during the production process errors may be 
discovered which could affect the content, and all legal disclaimers that apply to the journal pertain.

HHS Public Access
Author manuscript
Curr Opin Neurobiol. Author manuscript; available in PMC 2016 April 01.

Published in final edited form as:
Curr Opin Neurobiol. 2015 April ; 31: 133–140. doi:10.1016/j.conb.2014.10.003.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Slow Wave Sleep Activity

A fundamental characteristic of slow wave sleep is the presence of slow (0.5-4 Hz) rhythms 

in the EEG [1]. Intracellular recordings from cortical neurons revealed that a major 

generator of these slow rhythms is the so-called cortical slow oscillation[3-5]. The slow 

oscillation is characterized by alternating sequences of Up and Down states, generated 

within the cortex, but which are influenced by, and distributed to, subcortical structures such 

as the thalamus, basal ganglia, brainstem, and cerebellum[2-4, 6, 7]. The Up state of the 

slow oscillation results from intracortical recurrent excitation that is roughly balanced with 

recurrent local inhibition [8, 9]. The transition from the Down to Up state occurs when a 

strong enough (but not too strong) excitatory volley, either spontaneous or driven, enters 

into a local cortical network whose refractory mechanism has recovered sufficiently from 

the occurrence of the last Up state[8, 10, 11]. The subsequent activation of excitatory 

neurons results in an amplification that initiates even more excitatory neurons to discharge, 

in a positive feedback loop. This recurrent excitation not only activates excitatory cortical 

neurons, but also local inhibitory interneurons, particularly fast spiking cells[12], 

subsequently dampening and controlling the amplitude and spatial spread of the recurrent 

excitation. Since both the degree to which cortical excitatory and inhibitory neurons are 

excited depends upon the amplitude of the recurrent excitatory signal, the two increase and 

decrease together, resulting in a proportionality or “balance”[9, 11]. This balance, however, 

is only on average and moment to moment fluctuations in the dominance of excitation or 

inhibition cause rapid fluctuations in the membrane potential, typically in the gamma 

frequency range (Fig. 2C), and the initiation of action potentials (see Figs. 1A, 2). During 

the generation of the Up state, refractory mechanisms build up, such as the activation of 

Ca2+ and Na+ dependent K+ conductances in pyramidal cells[8, 10], synaptic 

depression[13], and perhaps even metabolic changes[14]. Owing to the buildup of refractory 

mechanisms, the recurrent networks become less able to maintain activity, and the network 

eventually and suddenly fails, resulting in a rapid transition to the Down state (Figs. 1A, 2).

Even very small (0.5 × 0.5 mm) regions of the neocortex can generate the slow oscillation, 

and layer 5 appears to have the lowest threshold in most cortical regions[8], although layers 

2/3 may also initiate this rhythm in some cortical areas or circumstances[12, 15]. While the 

slow oscillation was once thought to be restricted to periods of slow wave sleep, animal 

studies now suggest that it may occur in the waking state, particularly during periods of 

inattentiveness or drowsiness (Fig. 1B). Down states may occur in local cortical regions[16, 

17], and presumably represent brief periods of disrupted processing in that cortical area. 

Indeed, the density of Down states, or slow waves, in cortical activity increases with time 

awake, such that there is a peak of such activity at the beginning of slow wave sleep, and a 

subsequent slow dissipation of slow waves and Down states with sleep[18]. Since the slow 

oscillation can initiate anywhere in the cortex, it may occur either very locally, or rapidly 

propagate throughout the cortical network [8, 10, 16, 19-21], depending in large part on 

state. During deep slow wave sleep, local cortical networks may exhibit broad synchrony 

through recurrent connections which allow the transitions between Up and Down states to 

occur rapidly and nearly synchronously in distributed cortical networks that are 

interconnected by long range axons[22]. In other circumstances, such as during drowsiness 
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or less deep sleep, Down states may be more local, and lack broad synchrony across the 

cortex[16, 17]. Recent investigations have revealed that the thalamus also contributes to the 

initiation and frequency of occurrence of slow waves in the cortex[23-26]. Removal or 

inactivation of the thalamus results in a dramatic, but temporary, decrease in Up state 

occurrence in the cortex, and the thalamus may have its own mechanisms for generating low 

frequency oscillations.[27]

In addition to the slow oscillation, the cellular mechanisms of generation of sleep spindles 

are also well understood. Andersen and Andersson, through a series of seminal studies, 

revealed that this sleep-related oscillation was generated through a circuitous interaction 

between inhibitory and excitatory neurons in the thalamus[28]. Subsequent in vivo and in 

vitro studies expanded upon these findings, revealing great detail about this slow-wave sleep 

rhythm[3, 29]. Spindle waves appear as a waxing and waning 7-16 Hz oscillation in the 

human (and other mammals) EEG during slow wave sleep. They are generated as a 

circuitous interaction between the GABAergic neurons of the thalamic reticular nucleus 

(nRt) and thalamocortical relay cells (Fig. 3) [29-31]. Essentially, activation of thalamic 

reticular cells, either by excitation from the cortex, thalamus, or prethalamic structures, 

results in the activation of GABAA-receptor mediated hyperpolarization and inhibition of 

thalamocortical neurons (Fig. 3). In the slow-wave sleep state, these thalamocortical neurons 

are hyperpolarized, in part owing to the withdrawal of neuromodulatory transmitters[29]. 

The depolarizing ending phase of IPSP can initiate a low threshold Ca2+ spike when 

thalamocortical neurons are in this state, and thus initiate a burst of action potentials 

(although it is not clear if these Ca2+ spike-mediated bursts are absolutely essential for the 

generation of spindles; [32]). Since thalamocortical neurons excite nRt neurons, these 

GABAergic cells are once again activated, resulting in the initiation of the next cycle of the 

spindle wave. The spindle wave waxes as the oscillation gains strength from the increased 

participation of neurons in the oscillation, as synaptic barrages in both nRt and 

thalamocortical cells become larger and larger (Fig. 3), and the oscillation propagates 

throughout the thalamocortical network by recruiting connected cells into the 

oscillation[33]. The waning of the oscillation likely involves multiple mechanisms, 

including hyperpolarization of nRt neurons (Fig. 3F, G) which, in later stages of the spindle 

wave, reduces their responsiveness to incoming barrages of EPSPs[34], depolarization of 

thalamocortical cells owing to the activation of a Ca2+ sensitive adenylate cyclase and the 

subsequent activation of the h-current[35], synaptic depression owing to repetitive activation 

of synaptic connections between nRt and thalamocortical relay cells, and 

desynchronization[36]. Recent in vivo investigations of the waning of spindle waves 

supports hyperpolarization of nRt neurons as a primary mechanism[37], as opposed to 

desynchronization of thalamocortical networks.

Waking Activity

Traditionally, the waking state has been associated with an “activated” EEG, meaning a 

suppression of slow (< 4 Hz) rhythmic activity, and an increased prevalence, either in 

absolute or relative terms, of higher frequencies, particularly in the gamma-frequency range 

(30-80 Hz)[5]. Recent intracellular recordings in waking mice have complicated this view, 

suggesting that rhythmic activity at 3-5 Hz can occur in the neocortex of head-fixed and 
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stationary mice. This oscillatory activity is strongly suppressed by movement, such as 

walking or whisking[38-40] (Fig. 1B).

One important question that arises from these studies is: Why is there slow rhythmic activity 

in the waking, stationary mouse? One key variable that has not been accurately addressed in 

these studies is the precise state of the animal. In our recordings from stationary awake mice 

we find that cortical state varies constantly, ranging from slow oscillatory to activated [41], 

and correlates with task engagement (McGinley, Zagha, McCormick unpublished 

observations), suggesting that mice may have a strong propensity to exhibit slow oscillatory 

activity in cortical networks during periods of non-task engagement.

Besides the suppression of slow rhythmic activity, the attentive or active waking state is also 

associated with an increased prevalence of activity in the gamma (30-80 Hz) range[1, 42]. 

Over the past decade the two distinct cellular mechanisms for generation of synchronized 

activity in this frequency range have been put forward[42]: 1) an interaction between 

interneurons (ING, INterneuron Gamma); or 2) an interaction between interneurons and 

excitatory principle cells (PING, Principle-INterneuron Gamma). When both of these 

mechanisms are involved, it is known as PINGING (Fig. 4D). It is instructive to consider a 

few experiments in rat hippocampal slices, which provide evidence for these mechanisms. 

The ING mechanism occurs when interneurons are activated either with strong afferent 

stimulation or through the addition of pharmacological agents[43, 44]. Whole-cell 

recordings from pyramidal cells up to 1 mm apart reveal synchronized and rhythmic ~40 Hz 

IPSPs. This rhythmic inhibition is blocked by GABAA-R antagonists but not AMPA-R or 

NMDA-R antagonists, suggesting that the inhibitory population can generate a 40 Hz 

oscillation with tonic activation. The basis of the oscillation is spiking followed by GABAA-

mediated inhibition and a spike afterhyperpolarization, both of which have durations of 

approximately 25 msec, leading to a propensity to oscillate at approximately 40 Hz. 

Coupling between neurons, mainly through synaptic connections, but also perhaps through 

gap junctions, forms a synchronizing mechanism[42, 43].

The PING mechanism has been studied in hippocampal slices that are activated with 

muscarinic agonists[45]. As opposed to the ING mechanism, this oscillation is blocked by 

both GABAA-R and AMPA-R antagonists, indicating that a gamma oscillation can arise 

from an interaction between excitatory and inhibitory neurons. Here, the cycle time between 

activation of an inhibitory neuron by EPSPs, to inhibitory phasing of activity in the 

excitatory neuron by IPSPs, forms the basis of the gamma oscillation (Fig. 4).

The main difference between PING and ING is how inhibitory interneurons are driven to 

spike and consequently the phase relationship between pyramidal and interneuronal 

firing[46]. In PING, interneurons are phasically excited on a cycle-by-cycle basis by the 

local principle cell population, and then provide rapid feedback inhibition. The cycle renews 

when positive feedback in the recurrently-connected principle cells excites the interneurons 

again. In contrast, ING posits that interneurons are excited by a general depolarization 

owing to the release of neuromodulators or glutamatergic inputs in a non-phasic manner. 

Both PING and ING rely on the inhibitory population to provide synchronized inhibition to 

the principle cells.
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In the PING mechanism, principle cells are the source of excitation for interneurons, so they 

should fire slightly before interneurons in the gamma cycle. This has been reported in 

several studies in vivo (Fig. 4) in either anesthetized or awake, behaving animals[47-49]. 

Although there is abundant evidence for the involvement of fast-spiking interneurons in the 

generation of higher frequency oscillations[1, 47, 50], the involvement of other types of 

interneurons is as of yet largely unknown. Intracellular recordings from other subtypes of 

interneurons (e.g. SOM, NPY, VIP, 5HT3a) in vitro during the generation of Up states, a 

period when gamma oscillations are prevalent[21, 51, 52], have revealed a relative lack of 

participation of these interneuron subtypes in this oscillation[12], suggesting that the fast 

spiking subtype of interneuron is the workhorse of higher frequency oscillation generation. 

The activity of different subtypes of interneurons is, however, state dependent[53] and it 

remains to be determined if fast spiking interneurons dominant in gamma generation in all 

conditions. In cats, ferrets, and monkeys, a special subpopulation of pyramidal neurons 

named “chattering” cells intrinsically oscillates in the gamma frequency range, generating 

high frequency bursts that are synchronized with higher frequency network oscillations[54, 

55]. While this special subpopulation of excitatory neurons may contribute to the generation 

of gamma oscillations, they have not yet been observed in rodents, suggesting that their 

contribution is not essential.

Rhythms Interact in the Healthy and Disordered Brain

The forebrain represents a system of coupled oscillators, resulting in the generation of 

interacting rhythms. For example, the transition from a Down to Up state can trigger a 

spindle wave, resulting in the appearance of a “K-complex” in the EEG during sleep[56, 57]. 

Multiple types of rhythms can become nested, where the prevalence and phase of each 

rhythm influences that of the other, even in distant structures, such as between the 

neocortex, paleocortex, and hippocampus [1, 2, 58-61]. Disease states that result in the loss 

of appropriate interactions between cell types and structures can also result in a 

disorganization of these rhythms, either in their prevalence, synchrony, frequency, or 

distribution[62-65]. Epilepsy, for example, appears as a state in which normal forebrain 

oscillations are exaggerated to such an extent that they become parasitic, preventing normal 

brain function, and thus of clinical importance[66-68]. Understanding the nature of network 

oscillations and their pathological counterparts will lead to a more complete understanding 

of forebrain function and dysfunction.
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Highlights

• Cortical and thalamocortical activity are characterized by multiple states that 

strongly influence sensory processing and behavior

• During slow wave sleep, cortical networks generate the slow oscillation while 

the thalamus may generate spindle waves and the interaction of the two can 

generate K-complexes

• During active waking, slow rhythmic activity is largely abolished and higher 

frequency rhythms, such as gamma waves, are prevalent

• During quiescent waking and immobility, rodents can exhibit prominent 

oscillatory activity in cortical and thalamocortical networks. These oscillations 

are associated with decreased performance on detection tasks

• Different patterns of rhythmic activity interact to generate complex nested 

rhythms
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Figure 1. 
State dependent activity in cortical and thalamocortical networks. A. Slow wave sleep is 

associated with the generation of Up and Down states of the slow oscillation and spindle 

waves. The transition to waking is associated with an abolition of these network oscillations, 

the loss of the Down state of the slow oscillation, and the increased prevalence of rhythmic 

activity in the gamma frequency range. B. Recent recordings in head-fixed mice differ from 

the recordings in cats (A), and demonstrate the presence of slow oscillatory activity during 

quiet resting without movement. Walking on a cylinder results in a suppression of the slow 

rhythmic activity. Cessation of walking results in the return of the slow rhythmic activity. 

Recording was obtained from a putative fast spiking (parvalbumin positive) interneuron in 

the primary visual cortex. C. Schematic diagram of basic thalamocortical circuit for the 

generation of rhythmic activities. The slow oscillation is generated within the cortex as a 

relatively balanced recurrent interaction of excitatory and inhibitory neurons. Gamma 

frequency oscillations are also generated within the cortex, as an interaction of excitatory 

and inhibitory neurons. Spindle waves are generated during sleep in the thalamus as an 

interaction of thalamic reticular GABAergic neurons and thalamocortical relay cells. These 

rhythms interact with one and another, owing to the interconnected nature of the forebrain. 

Networks of inhibitory interneurons and intracortical connections are important for dynamic 

control of cortical state and oscillations[69-71]. A is from [5]; B is from [38].
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Figure 2. 
Network mechanisms mediating the generation of the slow oscillation. A. Slow oscillation is 

prevalent in the human neocortex during sleep. Local field and multiple unit recordings from 

implanted electrodes in the human cortex reveals Down states to be associated with 

cessation of network activity, while Up states are mediated by the persistent discharge of 

cortical networks. B. Schematic of the basic network architecture underlying the generation 

of slow oscillation. Fast spiking inhibitory interneurons contact one another and local 

pyramidal cells, while pyramidal cells contact both each other and local inhibitory 

interneurons. This architecture insures that inhibition is roughly proportional to excitation in 

the local network, promoting the generation of persistent activity. C. The presence of an 

adaptive mechanism (e.g. spike frequency adaptation; synaptic depression) results in “flips” 

between periods of activity (Up) and inactivity (Down), approximately once every second. 

D. Simultaneous recording of the local field potential, multiple unit activity, and 

intracellular synaptic/action potentials in a pyramidal cell during the generation of the slow 

oscillation in vivo. E. Whole cell recordings from a pyramidal cell and a fast spiking 

interneuron during the generation of the slow oscillation in vitro. A from [16]; C from [9]; D 

from [12].
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Figure 3. 
Network mechanisms underlying the generation of spindle waves. A. Spindle waves occur 

during slow wave sleep in the human EEG and appear as a waxing and waning 10-16 Hz 

rhythm. The activity of cortical pyramidal cells are mildly modulated by the occurrence of 

spindle waves. B. Circuit architecture underlying the generation of spindle waves. Thalamic 

reticular neurons, which are GABAergic, innervate each other and thalamocortical relay 

cells. Thalamocortical relay cells do not innervate each other, but do innervate thalamic 

reticular neurons. The ability to generate low threshold Ca2+ spikes in both of these cell 

types promotes the generation of spindle waves (see C-H). The cycle time between a burst 

of activity in the thalamic reticular nucleus to a rebound burst of spikes in the connected 

thalamocortical relay cells, and the subsequent re-excitation of the thalamic reticular 

neurons, is about 100 msec, and thus this rhythm favors frequencies around 10 Hz. C-E. 

Intracellular recordings of spindle waves in a thalamocortical relay neuron revealing the 

waxing and waning of IPSPs arriving from activity in the thalamic reticular nucleus. Some 

of these IPSPs result in the generation of a rebound low threshold Ca2+ spike and the 

initiation of a burst of action potentials. F-H. Intracellular recordings of spindle waves in a 

thalamic reticular neuron revealing how the arrival of barrages of EPSPs from bursts of 

spikes in thalamocortical relay cells initiates low threshold Ca2+ spikes and bursts of action 

potentials, thus renewing the next cycle of the oscillation. Note the prominent 

hyperpolarization in thalamic reticular neurons during and following each spindle wave. 
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This hyperpolarization is responsible, in part, for the waxing and waning of spindles. A from 

[72]; C-H from [30, 31, 73].
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Figure 4. 
Recurrent interactions of excitatory and inhibitory cortical neurons generates higher 

frequency (gamma) oscillations. A. Gamma oscillations in the cortical field potential are 

associated with modulating firing rates in cortical neurons. Aa-Ab were recorded from the 

anesthetized cat primary visual cortex during the presentation of an optimal stimulus. Note 

the rhythmic discharge of cortical neurons in relation to the local gamma oscillation. Ac. 

Example of gamma oscillation in the field potential and multiple unit activity in the visual 

cortex of an awake, behaving primate during an attention task. B. Neuronal architecture for 

generation of gamma oscillations. Fast spiking neurons, which are interconnected by gap 

junctions, innervate one another and local pyramidal cells. Local pyramidal cells supply 

recurrent excitation through their local connections to each other and interneurons. The 

cycle time from discharge of fast spiking interneurons, to recovery from inhibition and 

discharge of pyramidal cells (which drives the next cycle) is approximately 25 msec, thus 

resulting in a 40 Hz rhythm. C. The timing of discharge of pyramidal and fast spiking 

interneurons supports a PING or PINGING model of gamma generation. Pyramidal cells 

discharge, on average, just prior to the discharge of fast spiking interneurons. The average 

discharge rate of pyramidal cells can be an order of magnitude weaker than fast spiking 
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interneurons, since there are far more of the former than the later. D. Models of gamma-

oscillation generation that rely upon either the ING (interneuron-interneuron interaction) 

mechanism or PING (pyramidal-interneuron interaction) mechanism. The feature that 

distinguishes these two models is that in PING, interneuron firing is dependent upon 

pyramidal cell activity in a phasic manner, such that pyramidal cells fire just prior to 

interneurons, on average. Aa, Ab from [74]; Ac from [75]; C from [47]; D from [42].
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