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Abstract

The challenge is to accurately guide the surgical tool within the three-dimensional (3D) surgical 

field for robotically-assisted operations such as tumor margin removal from a debulked brain 

tumor cavity. The proposed technique is 3D image-guided surgical navigation based on matching 

intraoperative video frames to a 3D virtual model of the surgical field. A small laser-scanning 

endoscopic camera was attached to a mock minimally-invasive surgical tool that was manipulated 

toward a region of interest (residual tumor) within a phantom of a debulked brain tumor. Video 

frames from the endoscope provided features that were matched to the 3D virtual model, which 

were reconstructed earlier by raster scanning over the surgical field. Camera pose (position and 

orientation) is recovered by implementing a constrained bundle adjustment algorithm. 

Navigational error during the approach to fluorescence target (residual tumor) is determined by 

comparing the calculated camera pose to the measured camera pose using a micro-positioning 

stage. From these preliminary results, computation efficiency of the algorithm in MATLAB code 

is near real-time (2.5 sec for each estimation of pose), which can be improved by implementation 

in C++. Error analysis produced 3-mm distance error and 2.5 degree of orientation error on 

average. The sources of these errors come from 1) inaccuracy of the 3D virtual model, generated 

on a calibrated RAVEN robotic platform with stereo tracking; 2) inaccuracy of endoscope intrinsic 

parameters, such as focal length; and 3) any endoscopic image distortion from scanning 

irregularities. This work demonstrates feasibility of micro-camera 3D guidance of a robotic 

surgical tool.
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1. INTRODUCTION

Complete surgical resection of tumor tissue remains one of the most important factors for 

survival in patients with cancer. Tumor resection in the brain is exceptionally difficult 
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because leaving residual tumor tissue leads to decreased survival and removing normal 

healthy brain tissue leads to life-long neurological deficits. Since residual brain tumors can 

be visibly indistinguishable from health brain tissue, invisible during white-light endoscopic 

imaging, fluorescence is used to provide enhanced contrast. This intraoperative fluorescence 

guided resection has the potential to improve the extent of resection for the most difficult 

brain tumors1.

The scanning fiber endoscope (SFE) is unique in the ability to guide interventions using 

both wide-field reflectance and fluorescence imaging2,3. The multiple modes of video-rate 

imaging are at 500-600 lines of resolution at 30 Hz. The small size of the rigid tip (1.6-mm 

diameter and 9-mm long) and highly flexible and 3-meter long shaft provide key-hole access 

to surgical fields. By robotically moving the tiny SFE or micro-camera, three-dimensional 

(3D) virtual reconstructions can be made for minimally-invasive disease surveillance4, 

guiding biopsy2, or planning surgical procedures3. By attaching the SFE to a calibrated 

robotic arm and scanning across a phantom of a cavity from debulked brain tumor with 

fluorescence targets representing residual tumor tissue, accurate 3D virtual reconstructions 

of the surgical field can be generated5.

Once the fluorescence target is located in the 3D space, the SFE-guided surgical tool tip 

from the scope/tool set needs to be safely navigated against the target for the residual tumor 

clean-up operation. The challenges are providing safe, accurate and efficient (space & time) 

3D-image guidance that can run in tandem with a surgeon’s visual feedback control. The 

goal is to provide assistance to the surgeon for the tedious and repetitive process of cleaning 

up residual tumor cells by their fluorescence glow captured by the SFE multimodal imaging 

which can be automated in the future; an example is the automation of repeated suturing 

tasks in robotic-assisted surgeries.

To robotically assist the surgeon performing a more automated surgery, accurate 3D 

navigation of the surgical tool is required, especially for brain tumor margin removal. In this 

project, the surgical robot is the RAVEN II open-source platform which is designed for the 

surgeon to provide precise and accurate tool guidance based on external high-quality optical 

imaging6. Without the surgeon in the loop, the RAVEN II currently does not provide 

accurate closed-loop servo control using the mechanical linkages and sensors within the 

robot arm, requiring an external measurement system for tracking the tip of the robot arm. 

To provide 0.5-mm accuracy of the scope/probe set during RAVEN procedures with a 

phantom of the debulked tumor cavity, an external stereo vision tracking system has been 

added5, but limitations restrict its use to more open surgical procedures by requiring 

constant environment lighting and direct line-of sight to the tip of the scope/tool set. Thus a 

new navigational system is required when the scope/tool set enters the debulked surgical 

cavity for residual tumor removal.

Figure 1 shows the scheme of 3D image-guided surgery of residual tumor clean-up after 

debulking and making a cavity. The goal is to provide safe, rapid, and accurate navigation 

from outside the cavity to near contact between the surgical tool and a selected tumor 

fragment that is fluorescently labeled. The approach of the scope/tool set is illustrated in a 

series of three steps in Figure 1. The first step is generating an accurate, multimodal 
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(fluorescence and reflectance) 3D virtual model of the debulked cavity. This step has been 

accomplished using a phantom and a dual-camera stereo tracking system of the SFE/tool 

set5. As this scope/tool set is raster scanning over the surgical field, the scope/tool set is in 

the vision field of the stereo tracking system, shown as series numbers 1 to 2 in Fig. 1. An 

accurate multimodal 3D virtual model of the surgical field can be reconstructed by utilizing 

structure from motion (SfM) algorithm and the accurate pose information of scope from 

stereo vision5. This reconstructed 3D virtual model of the debulked tumor cavity is 

considered as pre-known in this study. As the surgical tool enters into the cavity and 

approaches the region of interest (steps 2 to 3), the ability to track the tool by an external 

stereo system is lost because the half-closed surgical field blocks the stereo vision. Without 

the stereo vision as close-loop control signal, the surgical robot cannot be automatically 

guided to the correct tumor location selected by the surgeon from the 3D virtual model of 

the debulked tumor cavity. The surgeon could use the video image from the SFE and 

manually drive the surgical tool to the tissue surface by the RAVEN interface, but the 

surgeon lacks situational awareness from the limited scope field-of-view and clear depth 

cues from the non-stereo SFE for rapid and safe navigation. Nonetheless, by registering the 

2D live endoscopic image to the pre-known 3D virtual model, the pose of the scope can be 

recovered in near real-time, as well as the pose of the surgical tool since the spatial relation 

of tool and scope is fixed. Thus, an optimal surgical path of the tool can be designed to 

safely, rapidly, and accurately guide the tool to the point of tool-tissue interaction (step 3 in 

Figure 1). At this final step, the surgeon can guide residual tumor cleanup within the limited 

field of view of the scope. In the future, this scope-based fluorescence removal can also be 

made a semi-autonomous robotic surgical procedure using machine vision7.

The rest of the paper is structured as follows. In section 2, the conventional feature-based 3D 

reconstruction algorithm is reviewed and the constrained reconstruction algorithm is 

proposed and discussed. In section 3, the experiment of 3D image-guided surgery is set up 

with SFE and surgical tool on micro-positioning stage. The registration between endoscopic 

image and pre-reconstructed 3D model is performed. Section 4 provides a table with all the 

details of the experimental results, demonstrating that the proposed algorithm successfully 

recovers the position and orientation of the endoscope. Conclusion and discussion of the 

advantages and disadvantages of this 3D image-guided surgery approach are given in 

Section 5, as well as the future work.

2. METHOD

In our previous work, an accurate multimodal 3D reconstruction of the surgical field 

(phantom of debulked brain tumor) was generated on RAVEN II surgical robotic system 

with stereo tracking system5. The 3D coordinates of the tumor cells are used to navigate the 

surgical robot for the following surgical operations. However, without the tracking of stereo 

vision, such as in the case of minimally invasive keyhole surgery or changing environment 

lighting conditions, the surgical robot RAVEN was unable to automatically and efficiently 

approach to the correct 3D location of tumor cells. To continue controlling the surgical tool 

in a close-loop behavior, a 3D image-guided technique is proposed in this study by 

registering the 2D endoscopic image with the pre-reconstructed accurate 3D virtual model.
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In this study, the scale-invariant feature transform (SIFT) feature detection algorithm is 

utilized to find the features in the endoscopic image and also the stitched image of the 3D 

virtual model. Random sample consensus (RANSAC) algorithm is then applied to find the 

corresponding features between these two images. By providing the accurate 3D virtual 

model, the 3D coordinates of these matching features can be easily retrieved.

Bundle adjustment is an optimization technique, simultaneously refining the 3D coordinates 

of all the feature points describing the object, as well as the camera parameters (focal length, 

center pixel, distortion, position or/and orientation)8. Bundle adjustment is often used as the 

last step in feature-based 3D reconstruction, following the prior steps of feature detection 

and feature matching. Once we have the 3D coordinates of the feature points and their 

projections in the 2D endoscopic image, a constrained bundle adjustment algorithm is 

achieved9,10.

Considering an object with a set of n 3D feature points Q3×n = {Q1, Q2, … , Qn} in world 

coordinate, one image was captured by the SFE at unknown location and orientation, which 

need to be solved in this study to track the pose of the surgical tool. Let R represents the 

rotation matrix and t denotes the translation vector of the current SFE. Thus, the calculated 

pixel location of its re-projection on the endoscopic image is pi (= [xi, yi]T):

(1)

K is the camera calibration matrix including focal lengths, center pixel, first-order and 

second-order radial distortion coefficients.

Let the position of the observed feature is , then the re-projection error 

 was calculated and rearrange as a column vector, containing the every re-projection 

error. The conventional bundle adjustment algorithm is given as

(2)

where s contains many variables, such as 3D coordinates of each point (3n), the camera 

position and orientation (6) and also the identical camera intrinsic parameters (6). In total, 

the number of variables N=3n+6+6. However, in our case, the bundle adjustment algorithm 

is constrained by knowing the 3D coordinates of each feature and the intrinsic camera 

parameters from calibration. Thus, the optimization problem is dramatically simplified, only 

solving the pose parameters of the camera.

Solving this constrained bundle adjustment can be achieved in real-time. This helps to track 

the pose of surgical tool in real-time as it approaches the tumor target. The recovered pose 

information can be used to navigate the robot arm to follow a certain operation path.
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3. EXPERIMENT

Prior to experimentation on the RAVEN surgical robot platform, the 3D image-guided 

surgery technique is performed and tested on a micro-positioning stage as a proof-of-

concept study. The micro-positioning stage we used in this experiment is ULTRAlign™ 

precision integrated crossed-roller bearing linear stage (model 462-xyz-m), on which a high-

performance rotation stage is mounted. The high-accurate position and orientation 

information can be used to analyze the performance of the pose recovery by the proposed 

algorithm.

The same 3D printed phantom in previous study5 was used to mimic the surgical field with 

realistic surgical features and multiple scattered fluorescence targets, shown in Fig. 2(a). Its 

accurate multimodal 3D model of surgical field was previously generated on RAVEN 

surgical robot platform with accurate camera pose information from externally applied 

stereo vision5. This step was achieved as the scope/tool set is raster scanning above the 

surgical field. The reconstructed 3D model was considered as prior knowledge in this proof-

of-concept study.

To acquire the real-time endoscopic image in the surgery procedure, a 1.6-mm multimodal 

SFE was affixed along with the mock surgical tool, shown in Fig. 2(b). This scope/tool set 

was then attached on the micro-positioning stage; see Fig. 2(c), which can provide accurate 

position and orientation information as the ground truth to analyze the feasibility and 

performance of the algorithm. Since the rotation stage only provides rotation motion along 

one axis, we restrained the rotation along the other two axes. That means the number of 

unknown variables in our study is N=4, containing 3 position and 1 orientation parameters 

of the SFE scope tip. This concept will be extended to surgical robot RAVEN II for more 

application-specific development, such as testing autonomous surgical procedures.

The estimation of the pose of SFE by registering a 2D image to a 3D virtual model can be 

achieved in two stages. The first stage is to find the matching features between them. SIFT 

and RANSAC algorithms were utilized to find the matching points from a video frame and 

the stitched image of 3D model. The second stage is to refine the pose parameters by these 

matching points with the constrained bundle adjustment approach that was briefly described 

in the methodology section since the 3D scene and its 2D projection were known.

Fig. 3(a) shows an example of endoscopic frame with surgical tool blocking part of the 

image, since the tool was extended along the optical axis of the SFE as the experiment setup. 

To reduce the effect of the tool signal and computation time, a mask image was generated by 

edge detection, shown in Fig. 3(b). The white part of the mask represents the useful 

information that we used to register with the stitched image of the 3D virtual model. The 

masked SFE reflectance image was shown in Fig. 3(c). Fig. 3(d) shows the masked 

fluorescence image which is co-registered with the SFE reflectance image. It can be utilized 

to check if there is any tumor left in the procedure of interoperative surgery.

By registering all the SIFT features between the stitched image and masked endoscopic live 

video frame, the matching points were detected and lined up with colorful lines, shown in 

Fig. 4(a). The corresponding 3D coordinates of these features in the 3D space were retrieved 
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from the pre-reconstructed virtual model, shown in Fig. 4(b). Once the 2D image location 

and 3D coordinates of these features were obtained, the position and orientation of 

endoscope can be recovered by Eq. (2). All features are found in the reflectance images 

only, but when there is fluorescence present in the co-registered fluorescence SFE image, 

this green color is superimposed over the reflectance color images. Note, the 3D model 

shows that fluorescence markers were detected and highlighted in the real-size 3D phantom, 

representing the residual tumor after the debulking procedure, see the green (fluorescence) 

targets in Fig. 4(b), from which an optimal path of autonomous surgery can be designed.

To test the accuracy and robustness of the recovery of camera position and orientation, five 

arbitrary poses of the tool/SFE were selected and read from the micro-positioning stage as 

ground truth. Five reflectance images were captured to register with the pre-reconstructed 

3D virtual model. The SIFT and RANSAC algorithms with the same set of parameters were 

utilized to find the matching points. Taking the image in Fig. 4 as an example, 92 pairs of 

matching points were found with some field-of-view being blocked by the tool; shown as 

blue dots in Fig. 4(b), although only 1/10th of matching points were randomly selected for 

better visualization in Fig. 4(a).

4. RESULTS

The estimation of the five poses was achieved successfully with our constrained bundle 

adjustment algorithm. All software was implemented in MATLAB, running on a 

workstation Dell Precision M4700 with 2.7 GHz Intel i7-3740QM CPUs, 20.0 GB memory 

in a 64-bit Windows operating system. The difference of pose resulted in various 

computation details, such as number of matching points, computation time, and distance and 

orientation error to the ground truth, see Table 1.

The difference of number of matching points is caused by the difference of perspective and 

also the blocked field of view in the endoscopic images. The computation time was 

relatively stable, always less than 2.7 seconds, and majority of computation time was 

devoted to finding the matching points between captured video frame and reconstructed 3D 

model. Experiments showed that the constrained bundle adjustment took only 0.3 sec on 

average, roughly 10% of the total computation time. The distance between the estimated 

position and measured one was 3.09 mm on average with 0.043 mm as the standard 

deviation based these five trials. The orientation error was 2.44 degrees on average with 

standard deviation of 1.23 degrees. These errors are also consistent with approaching a 

target in three steps as illustrated in Fig. 1, while more work is required to determine if 

higher resolution images from a closer endoscope can reduce approach errors while updating 

the 3D model in near real-time.

5. CONCLUSTION AND DISCUSSION

Advantages of providing a 3D image-guided approach to navigate a surgical tool in a 

minimally-invasive surgery like residual brain tumor clean-up are listed: 1) Optimize the 
surgery: Comparing to conventional 2D endoscopic-guided surgery, a 3D virtual model of 

surgical field provides depth information, which can be used to assist the surgeon to plan the 
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surgical procedure, or an autonomous medical robot to generate an optimal surgical/therapy 

path. 2) Secure the safety of surgery: Depth information in the 3D image-guided surgery 

can define a safe working space, so that the damage of the tissue or the endoscope can be 

avoided as the surgical tool is moving around in the surgical field. 3) Assist the key-hole 
surgery: An external stereo optical system can be utilized to track the pose of surgical tool 

and/or endoscope in open surgery for semi-autonomous tumor ablation7, but this is not 

feasible within enclosed surgical fields, such as key-hole surgeries. The proposed 3D image-

guided technique in this paper can recover the position and orientation information of the 

endoscope (eye on robot arm) in near real-time. 4) Refine the 3D virtual model of surgical 

field by adding more and updated endoscopic images: the initial 3D model was generated by 

raster scanning over the surgical field. New higher-resolution detail can be added to refine 

the 3D model as the tool is moving towards to the tumor with updates after tissue removal. 

5) Adjust the motion of surgical tool: As the pose of the tool in 3D virtual model frame is 

known more rapidly in the future, the precise control of the surgical tool can be achieved by 

taking the recovered pose information as closed-loop feedback.

Recent work in accurately aligning the neurosurgical 3D space intraoperatively after the 

brain shifts during skull opening comes from the laboratory of Dr. Michael Miga11. Using a 

phantom of brain surgery, the 3D positional target registration error was recorded for 5 

repeated measures using laser range scanning and conoscopic holography. The results of 2.1 

mm +/− 0.2 mm error for laser range scanning and 1.9 mm +/− 0.4 mm error for the 

conoscopic holography compare favorably with our preliminary results. Although both 3D 

measurement systems are laser-based and provide greater accuracy than our approach, their 

large size restricts their use to open surgery. In our case, the laser-based micro-camera is 

even smaller in size than most surgical tools, which allows introduction through less 

invasive keyholes and registration from within these semi-enclosed cavities. A general goal 

of surgical robotics is the reduction of size and advancement of keyhole applications12, 

which this new navigational approach supports. A future goal is the automation of the 

tedious task of residual tumor cleanup which is expected to be used in applications where 

removing every cancer cell (and fewest number of healthy cells) is critically important, such 

as brain surgeries.

This proof-of-concept study successfully recovered the position and orientation in near real-

time using a single, ultrathin, flexible, and multimodal endoscope (attached to a surgical tool 

that blocks a portion of the visual field) from the 3D virtual model space of simulated 

surgical field. Future work is improving the speed and accuracy of the real-time SFE video 

registration to the 3D virtual model using phantoms that allow resection and the RAVEN 

surgical robot. This work builds toward automating residual tumor cleanup in robotically-

assisted keyhole surgeries.
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Figure 1. 
The scheme of image-guided surgery based on a 3D virtual model. The position and 

orientation of the scope/tool set can be recovered in near real-time as the tool approaches to 

the target, by registering 2D endoscopic video frames to the pre-reconstructed 3D virtual 

surgical field model. The optimal path of surgical tool can be designed and re-adjusted 

towards the residual tumor, showing with series of steps 1 to 3.
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Figure 2. 
The experimental setup with a micro-positioning stage. (a) A phantom of known geometry 

was CAD-designed (up) and 3D-printed (bottom) to represent the debulked brain tumor 

cavity, and its accurate 3D virtual model was reconstructed as a pre-knowledge. (b) A 

multimodal SFE of 1.6mm outer diameter was affixed along a surgical tool. The spatial 

relation between tool and forward-viewing endoscope is fixed as shown. (c) The tool with 

SFE was attached on a micro-positioning stage, which can provide high-accurate pose data. 

The mock surgical tool tip is shown in the endoscopic video.
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Figure 3. 
Image processing procedure for an endoscopic frame with surgical tool. (a) An endoscopic 

frame with the surgical tool blocking part of the reflectance image. (b) The mask image of 

the endoscopic frame. (c) The endoscopic image only containing the color reflectance from 

the phantom. (d) The endoscopic image only containing the fluorescence signal from the 

phantom.
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Figure 4. 
The procedure of finding the 3D coordinates of matching features. (a) Matching features 

between 3D reconstructed virtual model of phantom (left) and a single SFE video frame 

(right), with feature alignment shown by the multiple colored lines. (b) The 3D virtual 

model of surgical filed with matching features to SFE video frame labeled in blue. The 3D 

coordinates of the features can be retrieved from the virtual model.
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Table 1

The experiments results of five different poses of SFE-image-guided navigation to 3D virtual model.

Number of
matching points Computation time Distance Error Orientation

Error

Pose 1 54 2.31 sec 3.12 mm 1.47 degree

Pose 2 48 2.45 sec 3.08 mm 1.52 degree

Pose 3 92 2.67 sec 3.11 mm 2.64 degree

Pose 4 68 2.66 sec 3.06 mm 4.47 degree

Pose 5 84 2.27 sec 3.00 mm 2.10 degree

Average (NA) (NA) 3.09 mm 2.44 degree

Std. (NA) (NA) 0.043 mm 1.23 degree
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