
Prospective estimation of organ dose in CT under tube current modulation
Xiaoyu Tiana)

Department of Biomedical Engineering, Carl E. Ravin Advanced Imaging Laboratories,
Department of Radiology, Duke University, Durham, North Carolina 27705

Xiang Li
Department of Physics, Cleveland State University, Cleveland, Ohio 44115

W. Paul Segars
Carl E. Ravin Advanced Imaging Laboratories, Department of Radiology, Medical Physics Graduate Program,
Duke University Medical Center, Durham, North Carolina 27705

Donald P. Frush
Division of Pediatric Radiology, Department of Radiology, Medical Physics Graduate Program,
Duke University Medical Center, Durham, North Carolina 27710

Ehsan Samei
Carl E. Ravin Advanced Imaging Laboratories, Department of Radiology, Medical Physics Graduate Program,
Departments of Physics and Biomedical Engineering, Duke University Medical Center,
Durham, North Carolina 27705

(Received 5 May 2014; revised 10 December 2014; accepted for publication 8 January 2015;
published 17 March 2015)

Purpose: Computed tomography (CT) has been widely used worldwide as a tool for medical
diagnosis and imaging. However, despite its significant clinical benefits, CT radiation dose at the
population level has become a subject of public attention and concern. In this light, optimizing
radiation dose has become a core responsibility for the CT community. As a fundamental step
to manage and optimize dose, it may be beneficial to have accurate and prospective knowledge
about the radiation dose for an individual patient. In this study, the authors developed a framework
to prospectively estimate organ dose for chest and abdominopelvic CT exams under tube current
modulation (TCM).
Methods: The organ dose is mainly dependent on two key factors: patient anatomy and irradiation
field. A prediction process was developed to accurately model both factors. To model the anatomical
diversity and complexity in the patient population, the authors used a previously developed library
of computational phantoms with broad distributions of sizes, ages, and genders. A selected clinical
patient, represented by a computational phantom in the study, was optimally matched with another
computational phantom in the library to obtain a representation of the patient’s anatomy. To model the
irradiation field, a previously validated Monte Carlo program was used to model CT scanner systems.
The tube current profiles were modeled using a ray-tracing program as previously reported that
theoretically emulated the variability of modulation profiles from major CT machine manufacturers
Li et al., [Phys. Med. Biol. 59, 4525–4548 (2014)]. The prediction of organ dose was achieved using
the following process: (1) CTDIvol-normalized-organ dose coefficients (horgan) for fixed tube current
were first estimated as the prediction basis for the computational phantoms; (2) each computation
phantom, regarded as a clinical patient, was optimally matched with one computational phantom
in the library; (3) to account for the effect of the TCM scheme, a weighted organ-specific CTDIvol
[denoted as (CTDIvol)organ,weighted] was computed for each organ based on the TCM profile and the
anatomy of the “matched” phantom; (4) the organ dose was predicted by multiplying the weighted
organ-specific CTDIvol with the organ dose coefficients (horgan). To quantify the prediction accuracy,
each predicted organ dose was compared with the corresponding organ dose simulated from the
Monte Carlo program with the TCM profile explicitly modeled.
Results: The predicted organ dose showed good agreements with the simulated organ dose across
all organs and modulation profiles. The average percentage error in organ dose estimation was
generally within 20% across all organs and modulation profiles, except for organs located in the
pelvic and shoulder regions. For an average CTDIvol of a CT exam of 10 mGy, the average error at
full modulation strength (α = 1) across all organs was 0.91 mGy for chest exams, and 0.82 mGy for
abdominopelvic exams.
Conclusions: This study developed a quantitative model to predict organ dose for clinical chest
and abdominopelvic scans. Such information may aid in the design of optimized CT protocols in
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1. INTRODUCTION

Computed tomography (CT) has become an indispensable
imaging modality for the diagnosis of a broad range of
diseases in both pediatric and adult populations.1,2 Despite
the significant clinical benefits provided by CT, concerns have
been raised regarding the potential cancer risk induced by
CT radiation exposure.3 In this light, optimizing the radiation
dose forms a core responsibility for the CT community.4–6 As
a fundamental step to manage and optimize radiation dose, it
may be beneficial to quantify patient-specific radiation dose.
Such dose estimates, particularly when known prospectively,
could provide information useful for the design of individ-
ualized CT protocols, for the assessment and improvement
of patient imaging management decisions, and for optimizing
CT dose in relationship with image quality of the study.

In light of prospectively quantifying patient-specific radi-
ation dose, previous studies have demonstrated it is feasible
to use CTDIvol-normalized-dose coefficients (horgan) to predict
organ dose based on the patient size and the CTDIvol value.7–11

However, this methodology may not represent the widely
used tube current modulation (TCM) scheme. Introduced
more than a decade ago, tube current modulation technique
has now been frequently implemented in clinical body CT
exams. Quantifying the magnitude of organ dose under
TCM, however, is practically challenging. The main challenge
relates to the fact that the x-ray radiation is dynamically
altered over the patient habitus for TCM examinations. To
accurately estimate organ dose, one needs to model such
change of irradiation condition and further integrate it with
the anatomical feature of the patients. The prior studies have
been able to use the concept of regional CTDIvol in conjunction
with organ dose coefficients to assess organ dose.1,12 However,
the methodology has been applied to a limited number of
human models, and is further oriented toward retrospective
dose estimation for specific models.

The purpose of this study was to assess organ dose under
TCM schemes using a prediction atlas-based approach. The
prediction, applied to for chest and abdominopelvic exams,
was achieved by combining a patient matching technique,
a TCM scheme that emulates modulation profiles from
major CT vendors, and Monte Carlo simulation results for a
library of computational phantoms with representative sizes,
ages, and genders. A validation study was further performed
to quantify the accuracy of the proposed dose prediction
technique.

2. MATERIALS AND METHODS

Organ dose is governed by two main factors: patient
anatomy (patient size, organ location, and tissue compo-
sition) and x-ray irradiation field (including the effect of

scanning x-ray tube voltage, bowtie filter, pitch, and tube
current modulation). A prediction process was developed to
effectively model both factors. To model the complexity and
variety in patient anatomy, we used a previously developed
library of computational phantoms covering a broad range
of patient body habitus. A clinical patient, represented by a
computational phantom in this study, was further optimally
matched to one computational phantom in order to obtain a
prior estimation of patient anatomy. As for the second factor,
a previously validated Monte Carlo simulation program was
used to simulate the scanner system and scanning trajectory
during the exam. The detailed prediction process is outlined
as follows:

2.A. Patient-specific computational models
and matching technique

The library of computational models consisted of 58 adult
patients (age range, 18–78 year old; weight range, 57–180 kg).
The subjects reflected a wide coverage of ages and weight
percentiles/BMI ranges so that a clinical patient could be
well-represented by one or a group of computational phantoms
(Fig. 1).

The formation of the library is detailed in early publi-
cations.13,14 In summary, each XCAT phantom was created
using a four-step process as detailed below. First, a patient’s
chest-abdominal-pelvis scan with arms above head was
used as the basis for creating the phantom. Large organs
within the CT image volume were segmented semimanually
into 3D triangulated polygon models using Image Segment
software (RAI Laboratories, Duke University, Durham, NC).
Second, the segmented datasets were imported into a 3D
fitting program (Rhinoceros, www.rhino3d.com) to build 3D
nonuniform rational B-spline (NURBS) surfaces. Since the
CT images only covered the chest, abdomen, and pelvis
regions, we manually added the head, arms, and legs to the
phantom using existing reference male and female XCAT
models. The addition and morphing process needed for this
step was performed with Rhinoceros modeling software.
The scale factors for the head size and lengths of the
legs and arms for each model were determined using the
PeopleSize program based on the statistics of the US male
and female population (http://www.openerg.com/psz/index.
html). Third, a multichannel large deformation diffeomorphic
metric mapping (MC-LDDMM) technique was used to obtain
the outline of the computational model. As the last step,
the phantom was examined by an experienced observer to
ensure anatomical accuracy. The examination was performed
by comparing the organ/structure volumes of the phantom
to those predicted from ICRP Publication 89 based on the
model height.15 If necessary, minor adjustments were made
by scaling undersized or oversized organs.
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F. 1. 3D frontal views of the series of patient models used in this study.

The full-body patient models consisted of 43 and 44 organs
for male and female patients, respectively, including most of
the radiosensitive organs defined by ICRP publication 103.16

All models were voxelized into a 3.45 mm resolution for input
into the Monte Carlo simulation program.

With an atlas of computational phantoms that cover a broad
range of human anatomy, a new clinical patient can be matched
to a corresponding model that closely resembles the patient
in terms of locations of major organs. In this study, each
computational phantom was regarded as a clinical patient and
matched to another phantom in the library (using a leave-one-
out methodology). We used trunk height as an indicator for this
matching. The trunk height is defined as the distance between
the top of clavicle to the end of pelvic region. Figure 2 shows
four pairs of matched models (male and female patients at
25% and 75% height and weight).

It should be noted that the matching process only ensures
a close resemble of patient organ distribution in z dimension
between the pairs. The overall body shape and size of the
patient were accounted using the organ dose coefficients
as detailed in Sec. 2.B. The trunk height was empirically

found to be the best indicator for patient organ z dimensional
distribution compared with BMI and patient weight.

2.B. CTDI-normalized-organ dose coefficients

As the prediction basis, Monte Carlo simulation was
performed for each patient-specific model to estimated organ
dose under fixed tube current. The simulation program was
based on a benchmarked Monte Carlo subroutine package for
photon, electron, and positron transport.17,18 A commercial CT
scanner was modeled (SOMATOM Definition Flash, Siemens
Healthcare, Forcheim, Germany). The modeling of the system
has been previously validated against physical measurements
with discrepancies in dose estimates within −12% to +5%.9

Clinical chest and abdominopelvic exams were simulated for
each patient. For a chest scan, the image coverage was defined
from 1 cm above the lung apex to 1 cm below the lung base.
For an abdominopelvic scan, the image coverage was defined
from 1 cm above the liver anterior to 1 cm below the ischium.

Organ doses were estimated by tallying the energy depos-
ited in each organ. For the radiosensitive organs that were
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F. 2. Example patient-model matching pairs as determined by trunk height.
(a) 25th percentile male, (b) 75th percentile male, (c) 25th percentile female,
and (d) 75th percentile female.

not explicitly modeled [salivary glands, oral mucosa, and
extrathoracic (ET) region], the dose values were approximated
by using the dose values of neighboring organs (pharynx
and larynx). CTDIvol-normalized-organ dose coefficients were
further determined for each organ, denoted as horgan. The 32-
cm-diameter CTDI phantom was used for all protocols.

The relationship between horgan and average patient diam-
eter was estimated as detailed in previous studies.9–11 An
exponential regression model was established as

horgan(chest)= exp(αodchest+ βo) (1)

and

horgan(abdo)= exp(αodabdo+ βo), (2)

where dchest and dabdo denote the average chest and ab-
dominopelvic diameter, respectively.

2.C. Tube current modulation profile

The TCM profile can be either directly extracted from the
CT scanner system or estimated based on its principle. In
this study, we employed a ray-tracing algorithm to simulate
the TCM profile. In a study by the IMPACT group,19 the
automatic exposure control systems of four CT manufacturers
(GE, Siemens, Philips, and Toshiba) were evaluated using
a cone-shaped phantom. The relationship between the tube
current and phantom attenuation was evaluated. The study
showed that for three of the manufacturers (GE, Siemens,

and Toshiba), the tube current was exponentially related to
phantom attenuation (ud). However, the strength of such a
dependence was different across vendors, resulting in different
behaviors of image quality across the patient population.

The logarithm of tube current (mA) can be modeled as a
function of patient attenuation as

ln(mA)= α∗(ud)+ ln(mAo), (3)

where the ud denotes the phantom attenuation, a denotes
the modulation strength, which has a different value for
different scanners, and mAo corresponds to the fixed mA,
nonmodulation mA DC level. The tube current modulation
for some scanners aims to achieve constant noise levels across
patient sizes and body regions (generally GE scanners). Thus,
a would be equal to 1 to ensure constant noise in all measured
CT projections and uniform noise across images. The tube
current modulation for other scanners allows for higher noise
in high-attenuating body regions and larger patients (generally
Siemens scanners). The modulation strength can be adjusted
to three levels (weak, average, and strong) to control how
strong the mA is depending on patient attenuation. Thus, a
can be varied in order to emulate this dependency.

In this work, a previously developed ray-tracing algorithm
was used to model the mA modulation profile based on
attenuation.1 The algorithm estimated the attenuation at a
given gantry angle, taking into account the geometry of the
CT system, the fan angle of the x-ray beam, the polyenergetic
x-ray energy spectrum, and the attenuation through the bowtie
filter and the patient. A total of five mA modulation profiles
were generated for each patient with a values of 0, 0.25,
0.5, 0.75, and 1 (Fig. 3). It should be noted that this study
did not require the simulated mAs profile to precisely model
the actual mAs profiles, which are usually proprietary and
vary across vendors. Rather, the purpose was to generate a
generalized and reasonable mA profile based on the principle
of tube current modulation. An actual organ dose prediction
scheme can either use a modeled mA profile or use an actual
profile provided by the scanner.

2.D. Organ dose prediction

The atlas of computational phantoms and matching tech-
nique provide a prior estimation of patient anatomy, whereas
the tube current modulation profile can be used to model
the specific irradiation field. We further integrate the patient
anatomical feature with the TCM in order to determine the
radiation field encompassing the organ of interest. More
specifically, a weighted organ-specific CTDIvol factor was
computed as1

(CTDIvol)organ,weighted=
⟨mA⟩organ,weighted

⟨mA⟩scan
CTDIvol (4)

and

mAorgan,weighted=


z∈{organ}

mAz
∗Nz

z∈{organ}
Nz

, (5)
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F. 3. Example tube current modulation profiles at four modulation strengths for a chest exam.

where CTDIvol refers to the CTDIvol reported on the CT
scanner console, which was derived using the average mAs of
the CT exam. mAz is the mAs value at location z, and N is the
number of organ voxels in the axial slice at location z. Such
organ-specific CTDIvol can be regarded as a regional CTDIvol
that reflects the strength of radiation field for a specific organ.
The organ dose under TCM was further predicted as

DTCM= horgan
∗(CTDIvol)organ,weighted, (6)

where horgan denotes the h factor estimated based on pa-
tient size as noted in Sec. 2.B, and DTCM denotes the
predicted organ dose for the patient under tube current
modulation.

2.E. Validation of prediction accuracy of organ dose

The accuracy of the proposed prediction method was
quantified using the following process: tube current modu-
lation was incorporated into the Monte Carlo program; organ
dose was estimated across the 58 patient models; each
computational model, regarded as a clinical patient, was
matched to one computational phantom in the library using the
leave-one-out strategy. Organ dose was then predicted using
the proposed method under five modulation strengths. Such a
predicted organ dose was compared against the MC simulated
organ dose values to quantify the prediction accuracy.

3. RESULTS

Figures 4 and 5 illustrate CTDIvol-normalized-organ dose
based on MC simulation (the gold standard) at five modulation
strengths as a function of patient size across 58 computational
models for chest and abdominopelvic scans, respectively. For
the majority of organs within the scan coverage, organ dose
coefficients show a gradual decrease with the increase of tube
current modulation level. For chest scan, the average organ
dose coefficients decreased 42.8% for the heart, and 25.0% for
the lungs for scans with a = 1 as compared to no modulation
(a = 0). For the abdominopelvic scan, the average organ dose
coefficients decreased 33.8% for the stomach and 31.6% for
the liver when implemented with full TCM modulation (a = 1)
as compared to no modulation (a = 0). For a few organs
located at specific regions (shoulder and pelvic), the organ
dose coefficients increased when tube current is modulated.
The thyroid dose coefficients under chest exam increased
73.4% as compared with fixed mA scans. Similarly, the testes
dose coefficients under abdominopelvic scan increased 39.5%
for full modulation condition as compared to no modulation
(a = 0). Further, for constant tube current condition, organ
dose coefficients show a strong exponential relationship
with patient size. But with TCM, since the TCM profile is
different for each patient, this exponential relationship is less
definitive.

Comparing the results of Eq. (3) and full Monte Carlo
simulation, Figs. 6 and 7 illustrate the prediction accuracy
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F. 4. Example CTDIvol-normalized-organ dose coefficients for chest scans plotted against the average chest diameter at five modulation strengths. Among the
five curves, the CTDIvol-normalized-organ dose at fixed mA condition (a = 0) was used as the prediction basis. The other four curves were used as the gold
standard for the prediction.

of organ dose at five tube current modulated strengths for
chest and abdominopelvic scans, respectively. The histograms
of prediction errors for six organs were plotted for each
exam. The errors were further normalized by CTDIvol so
that the accuracy of a given CT exam can be estimated.
Given the average CTDIvol of a CT exam to be 10 mGy, the
average error across all organs at full modulation (a = 1) was
0.91 mGy for chest exams and 0.82 mGy for abdominopelvic
exams.

As tabulated in Tables I and II, the average percentage
error in organ dose estimation was generally within 20%
across all organs and modulation profiles, except for organs
located in the pelvic and shoulder regions. For organs within

the image coverage, the prediction error generally increased
with the increasing level of tube current modulation. This can
be explained by the fact that this prediction technique approx-
imates the organ dose under TCM scan using the organ dose
coefficients estimated from fixed mAs. Such approximation
may produce less accurate results when the tube is changing
rapidly within the axial dimension. Furthermore, the error
is larger and more varied for organs within the scan range.
This is because the organ mismatch error, which refers to
the location difference of an organ in the patient compared
to the corresponding matched computational model, is more
influential for these organs compared with distributed organs
and organs outside the scan range. For organs within the
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F. 5. Example CTDIvol-normalized-organ dose coefficients for abdominopelvic scans plotted against the average abdominopelvic diameter at five modulation
strengths. Among the five curves, the CTDIvol-normalized-organ dose at fixed mA condition (a = 0) was used as the prediction basis. The other four curves were
used as the gold standard for the prediction.

scan range, if the organ is mismatched, the dose field we
applied for the organ [quantified by (CTDIvol)organ,weighted] can
be different from the actual dose field. However, such organ
mismatch error is less prominent for distributed organs and
organs outside the scan range.

4. DISCUSSION

The governing principle for dose optimization is to deter-
mine the minimum amount of radiation dose that achieves
the targeted image quality. The fundamental step to achieve
that is to prospectively quantify the radiation dose and image
quality so that the optimization can be performed prior to the

exam in order to minimize individual radiation burden. Within
this study, we proposed prediction models for organ dose
for clinical chest and abdominopelvic CT exams. The prior
information for prediction includes patient anatomical infor-
mation (trunk height and chest/abdominopelvic diameter),
the CTDIvol for the exam, and the tube current modulation
profile. The prediction was achieved by combining a patient
matching technique and a library of organ dose coefficients
from Monte Carlo simulation. Such prediction allows one to
potentially optimize the CT protocol by dynamically adjusting
the scanning parameters in advance of a CT exam in order to
achieve a target diagnostic performance.

As an example of how the prediction models proposed in
this study can be implemented for a clinical patient, a 31-
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F. 6. Histogram of error in predicting organ dose for chest scans. The x axis is determined as the differences between predicted and simulated organ dose
normalized by the CTDIvol of the exam.

year-old male patient who undergoes an abdominopelvic CT
examination is considered. The CTDIvol for the examination
(based on a 32-cm-diameter CTDI phantom) is 7.01 mGy.
Given that patients’ trunk height is 60.3 cm, one computational
phantom in the library was matched to the patient (age
35, trunk height 60.1). Using the h factor estimated based
on patient size and the TCM profile of the patient (TCM
modulation strength a = 0.5), the organ doses were predicted
for the patient. The predicted organ doses were compared with
the Monte Carlo simulated organ doses with the TCM profile
modeled. As shown in Fig. 8, the predicted organ doses agreed
well with the expected organ doses.

Several studies have reported the estimation of organ dose
under tube current modulation. Schlattl et al. proposed organ
dose coefficients under tube current modulation for four
computational phantoms.20 The effects of axial and longi-
tudinal TCM modulation were reported. The impact of body
stature on dose conversion coefficients was also comprehen-

sively studied. To compare our results against Schlattl et al.,
three phantoms in Schlattl et al. (RCP-AM, RCP-AF, Donna)
were matched to phantoms in the XCAT library based on
patient height and weight information. The comparison was
made for chest scans (TCM modulation strength a = 0.5).
The differences in TCM organ dose coefficients between the
two studies were in the range of 2%–63% across different
organs. This difference may be explained by the discrepancies
in TCM profiles and adipose composition of the phantoms.
Khatonabadi et al. studied the organ dose for 32 chest and 39
abdominopelvic exams for a clinical CT system (Sensation
64, Siemens Healthcare, Forchheim, Germany).12 The study
developed an organ-specific CTDIvol to effectively account
for the local radiation field under tube current modulation.
Li et al. estimated organ dose for chest and abdominopelvic
scans for a XCAT phantom under five modulation strengths.1

The study derived a weighted organ-specific CTDIvol, which
included not only the effect of local mAs variation but

Medical Physics, Vol. 42, No. 4, April 2015
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F. 7. Histogram of error in predicting organ dose for abdominopelvic scans. The x axis is determined as the differences between predicted and simulated
organ dose normalized by the CTDIvol of the exam.

also the variation of organ volume along the z dimension.
These prior studies mostly focused on retrospective estima-
tion of organ dose. Our study used a methodology consis-
tent with the previous work to prospectively approximate
the local radiation field using weighted CTDIvol values. By
using an atlas-based patient matching strategy, our study
enables one to predict the organ dose across a large library
of patient models at multiple modulation strengths. Such
prospective estimation can aid in the design of individu-
alized protocols in relation to a targeted level of image
quality.

In this study, we took an empirical approach to assess and
predict organ doses in advance of a CT examination. While
this empirical approach yielded reasonable accuracy, certain

elements of CT irradiation conditions are better to be more
fully integrated in this approach. In particular, better accuracy
would be expected if the actual dose profile under the TCM
irradiation condition was incorporated.21 This is the topic of
continued investigation in our laboratory.

Our study has several limitations. First, we did not
explicitly model the tube current modulation profiles to
precisely agree with a specific CT system. Furthermore, the
TCM profiles generated based on the report from the IMPACT
group (published in 2005) may not represent the TCM profiles
of more recent CT systems. Further investigation should
be conducted in order to model the realistic tube current
modulation profiles of the system. Second, the prediction
error, while small for the majority of the organs, was relatively
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T I. Average differences between organ dose simulated by Monte Carlo
(gold standard) and predicted by the patient matching method for chest scans.
The differences are normalized by the CTDIvol of the exam.

a =

0.25 (%)
a =

0.5 (%)
a =

0.75 (%) a = 1 (%)
Kidneys 5.1 4.1 5.5 5.8
Liver 10.6 9.9 9.4 9.6
Gall bladder 8.2 7.8 7.9 8.4
Spleen 17.0 15.8 14.5 14.1
Stomach 14.9 13.8 12.5 12.4
Brain 0.4 0.7 1.0 1.1
Bladder 0.0 0.0 0.0 0.0
Large
intestine

2.5 2.4 2.5 2.6

Pancreas 8.9 9.6 10.4 10.8
Prostate 0.0 0.0 0.0 0.0
Adrenals 10.4 10.1 10.1 10.3
Eyes 0.3 0.5 0.7 0.8
Testes 0.0 0.0 0.0 0.0
Small
intestine

2.2 2.3 2.6 2.8

Ovaries 0.0 0.0 0.0 0.0
Uterus 0.0 0.0 0.0 0.0
Vagina 0.0 0.0 0.0 0.0
Breasts 6.7 10.1 14.4 16.9
Heart 8.8 8.5 9.4 12.3
Lungs 9.3 12.3 16.0 18.6
Thyroid 23.2 33.2 37.2 39.2
Thymus 13.5 14.4 17.1 21.6
Esophagus 15.7 21.7 26.0 27.3
Bones 4.3 4.3 5.1 5.9
Marrow 3.8 4.4 4.5 4.5
Skin 1.8 1.8 1.8 1.8

F. 8. Predicted and simulated organ dose for a patient (age 31 year old,
trunk height 60.3 cm, weight 77.9 kg) undergoing a clinical abdominopelvic
protocol.

T II. Average differences between organ dose simulated by Monte
Carlo (gold standard) and predicted by the patient matching method for
abdominopelvic scans. The differences are normalized by the CTDIvol of the
exam.

a =

0.25 (%)
a =

0.5 (%)
a =

0.75 (%) a = 1 (%)
Kidneys 3.5 4.6 8.7 11.7
Liver 5.5 6.7 8.8 13.1
Gall bladder 6.6 7.1 7.6 10.5
Spleen 5.8 6.3 6.9 9.3
Stomach 7.6 8.8 9.9 15.1
Brain 0.0 0.0 0.0 0.0
Bladder 13.4 23.2 30.6 33.9
Large
intestine

4.3 6.1 7.3 8.1

Pancreas 4.7 5.2 7.3 9.5
Prostate 8.4 15.4 21.9 24.8
Adrenals 4.0 4.4 6.8 9.0
Testes 18.8 19.8 25.0 30.3
Eyes 0.0 0.0 0.0 0.0
Small
intestine

5.4 7.0 7.9 8.3

Ovaries 4.5 7.6 12.3 18.2
Uterus 6.7 12.4 15.7 19.8
Vagina 7.8 11.3 16.8 24.8
Breasts 5.9 5.7 5.7 5.8
Heart 9.0 8.3 8.1 8.2
Lungs 4.7 3.8 3.9 4.2
Thyroid 0.7 0.8 0.9 1.1
Thymus 3.2 4.3 5.5 6.4
Esophagus 4.9 4.4 3.9 3.7
Bones 3.6 3.8 4.2 4.9
Marrow 2.4 2.4 2.4 2.4
Skin 1.5 1.5 1.5 1.6

large for a few organs (thyroid for chest scans; bladder,
testes, prostate, ovaries, uterus for abdominopelvic scans).
These organs were located centrally in asymmetrical regions
of the body. Since the photon flux is highly nonuniform in
the x-y plane in these regions, the approximation using fixed-
mA coefficients would have limited the accuracy to reflect
the dynamic change in the x-y plane. Furthermore, the error
induced by patient mismatching may be more prominent for
these organs. We are developing correction factors to account
for such effects.

5. CONCLUSION

In this study, we developed an atlas-based method to
predict organ dose for clinical chest and abdominopelvic
exams under tube current modulation. The prediction was
achieved by accurately modeling the patient anatomy and
the x-ray irradiation field. The predicted organ dose agrees
well with the simulate dose with average differences within
1 mGy for both chest and abdominopelvic exams. Such
prediction model allows one to optimize the CT protocol by
dynamically adjusting the scanning parameters to achieve a
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target diagnostic performance with the knowledge of organ
dose in advance of a CT exam.
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