L T

/

1\

=y

CrossMark
& click for updates

Place field expansion after focal MEC inactivations is
consistent with loss of Fourier components and path

integrator gain reduction
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Both hippocampal place fields and medial entorhinal cortex (MEC)
grid fields increase in scale along the dorsoventral axis. Because
the connections from MEC to hippocampus are topographically
organized and divergent, it has been hypothesized that place
fields are generated by a Fourier-like summation of inputs over
a range of spatial scales. This hypothesis predicts that inactivation
of dorsal MEC should cause place field expansion, whereas in-
activation of ventral MEC should cause field contraction. Inactiva-
tion of dorsal MEC caused substantial expansion of place fields;
however, as inactivations were made more ventrally, the effect
diminished but never switched to contraction. Expansion was
accompanied by proportional decreases in theta power, intrinsic
oscillation frequencies, phase precession slopes, and firing rates.
Our results are most consistent with the predicted loss of specific
Fourier components coupled with a path integration gain reduc-
tion, which raises the overall place field scale and masks the
contraction expected from ventral inactivations.

hippocampus | medial entorhinal cortex | place cells | grid cells |
path integration

hen a rodent navigates through an environment, the princi-

pal cells in its hippocampi become tuned to its physical
location (1). The continuous updating of positional information
through integration of head angular velocity and linear velocity
using vestibular, proprioceptive, and visual self-motion signals,
termed path integration, is thought to play an important role in
this process (2, 3). The grid cell network (4, 5) displays a number
of properties, including regularly repeating fields and cells con-
junctive for position and direction (6), predicted by a model for path
integration in a toroidal attractor map network (7, 8). Given that
the connections from the medial entorhinal cortex (MEC) to the
hippocampus are topographically organized (9), and both grid and
place fields increase in scale along the dorsoventral axes of their
respective structures (5, 10-13), it is reasonable to speculate that the
features of path integration observed in the hippocampus, including
its place fields, may be inherited from the MEC.

The periodic nature of grid fields and the range of spatial
scales they express suggested they might enable hippocampal
place field generation through a Fourier synthesis mechanism (8,
14). In the Fourier model, place field size is proportional to the
scales of the input grid fields; a field generated from input grids
with a distribution of spatial scales skewed towards smaller scales
will be smaller than one whose input spatial scales are skewed in
the opposite direction. Therefore, a testable prediction of the
model is that lesion of the most dorsal portion of MEC sending
inputs to the dorsal hippocampus should increase the scale of
place fields recorded there, whereas lesion of the most ventral
portion of the MEC sending inputs to the same region should
have the opposite effect (14). We performed this experiment by
infusing muscimol at multiple sites along the dorsoventral axis of
MEC while recording from areas CA3 and CALl in the dorsal half
of the hippocampus, allowing us to track place field properties
immediately before and after temporary inactivations. The
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experiment was conducted on a circular track, as previous studies
showed that place fields recorded on narrow tracks are dependent
on path integration (15, 16).

Results

We recorded place cells in six rats. Cannulae were targeted to
dorsal, intermediate, and ventral MEC. One-half of the animals
had multiple cannulae implanted (Fig. 1) so that, in total, we had
three animals with cannulae targeting dorsal MEC, three with
cannulae targeting intermediate MEC, and three with cannulae
targeting ventral MEC. Distances between adjacent injection
sites were ~2.25 mm. At the higher concentration, units recorded
2 mm away (but not 4 mm away) were partially inactivated, as
measured in MEC under urethane anesthesia in a separate set of
rats [Fig. S1; two-way repeated-measures ANOVA, F(; 144y =
9.972, P < 0.001]. We considered the possibility that the inacti-
vations produced by this higher concentration might be too ex-
tensive to properly test our hypothesis, and therefore also made
smaller inactivations in all animals (lower concentration is equal
to ~25% of the high concentration). Typically, during the first
session within which animals received high-concentration mus-
cimol infusions to intermediate or ventral MEC, their ability to
run on the track was impaired. Motor behavior was normal in
subsequent sessions, and there was no significant difference in
running velocity between control sessions and the inactivation
sessions in which the animals were able to run the task [running
alternately clockwise and counterclockwise on a circular track for

Significance

The discovery of grid cells in the entorhinal cortex quickly led
to the hypothesis that grid cell inputs might be responsible for
the generation of discrete place fields downstream in the
hippocampus. Simulations have shown that if this conjecture is
correct, then lesions of dorsal medial entorhinal cortex (MEC),
which expresses the most tightly spaced grids, should cause
place fields to expand, whereas lesions of ventral MEC, which
expresses the most widely spaced grids, should cause fields to
contract. Using muscimol to make small inactivations along the
dorsoventral axis of the MEC, we tested this hypothesis. Our
results deviate from the prediction but most likely result from
a combination of the predicted effects and a weakening of the
self-motion signal within the MEC.
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Fig. 1. Implant configuration and infusion sites. (A) Schematic showing
positions of infusions along the dorsoventral axis of the MEC. An example
cannulae configuration is shown, as well as the locations of the recording
electrodes in CA1 and the local field potential electrode in the fissure. The
single asterisk (*) indicates dorsal MEC infusion sites, the number sign (#)
indicates intermediate MEC infusion sites, and “0” indicates ventral MEC
infusion sites. Rat ID is listed at Top Right (R1-R6) and is also color-coded to
allow rat and infusion site to be matched. (B and C) Cresyl-stained sections
from rats 2 and 5 showing dorsal and intermediate infusion sites, and ventral
infusion site, respectively. (Scale bar: 1 mm.)

food reward at two fixed locations; Fig. S2; Kruskal-Wallis one-
way ANOVA on ranks, Hy = 10.45, P = 0.107].

Reduction of Theta Power After Inactivations. All infusions except
for vehicle and low-concentration ventral infusions resulted in
significant decreases in theta power recorded from the hippo-
campal fissure relative to vehicle [Fig. 2 A-C; one-way ANOVA,
F(636)=8.12, P < 0.0001]. Dorsal and high-concentration ventral
inactivations also caused significant decreases in power of the
second harmonic of theta [which typically occurred between 15.5
and 16.5 Hz; Fig. 2D; Kruskal-Wallis one-way ANOVA on
ranks, Hg = 19.29, P = 0.004]. No significant changes in theta
frequency were observed [Fig. S34; Kruskal-Wallis one-way
ANOVA on ranks, H, = 10.932, P = 0.090]. Linear regression
analysis of theta power vs. running speed showed that the de-
crease in theta power after focal MEC inactivation was not due
to nonsignificant decreases in running velocity (Fig. S3 B and C;
paired ¢ tests; see Fig. S3 for significance levels).

Expansion of Hippocampal Place Fields. Next, we investigated
changes to the scale of the hippocampal representation of space
resulting from the MEC inactivations. We calculated the corre-
lations between pairs of population vectors of unit firing con-
structed from binned rate maps (Fig. 3 A and B). The distance in
track bins at which the spatial population vector correlation
function drops to 0.5 provides a measure of the scale of the
spatial representation that is independent of any definition of
place field (17-19) (Fig. 3B and Fig. S44). All groups except for
vehicle and ventral low-concentration muscimol showed a sig-
nificant expansion of the spatial representation [Kruskal-Wallis
one-way ANOVA on ranks, Hgy = 49.95, P < 0.001], and the
effect of high-concentration muscimol infused dorsally was sig-
nificantly greater than when infused ventrally [Fig. 3C; two-way
ANOVA, F(5 57 =4.42 P = 0.017; post hoc Tukey test, P = 0.045;
see Fig. S5 for additional representative rate maps and position
vs. time spike plots].

Spatial Information. Spatial information provides a measure of
how sharply tuned a unit’s firing is to the animal’s physical lo-
cation in space (20); thus, units with large place fields have lower
spatial information scores than units with small place fields. All
treatments except vehicle and ventral low-concentration infu-
sions reduced spatial information scores [Fig. S6; Kruskal-Wallis
one-way ANOVA on ranks, H g, = 168.72, P < 0.001], consistent
with place field expansion. The reductions after both low-con-
centration dorsal and intermediate infusions and high-concentration
dorsal infusions were greater than after the corresponding ventral
infusions [two-way ANOVA, F(; 052y = 13.99, P < 0.001].
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Individual Place Field Analysis. One shortcoming of the foregoing
analyses is that they use all spikes fired by each unit, rather than
only spikes fired within individual place fields. To address this,
we developed an analysis based on manual selection of phase-
precessing place fields (Fig. 44; the analyst was blind to the
identity of the unit and whether spikes were from baseline or
treatment trials). Place field width was calculated from the
manually selected start and end positions of each field in the
phase precession plots (Fig. 4B) (21). Plotting phase and position
for all spikes from a given treatment verified that field bound-
aries were selected appropriately (Fig. 4C). As no differences in
the effect of infusion on place field width were seen across the
three hyperdrive tetrode bundles, data were combined across the
bundles. Significant expansion was observed in all treatment
subgroups except for the vehicle, and intermediate and ventral
low-concentration CA3 groups (Fig. 4D; Mann—Whitney rank
sum tests).

Although we only observed a small decrease in mean firing
rates for the intermediate low-concentration group, all groups
except for vehicle and ventral low concentration had decreased
in-field and increased out-of-field firing rates (Fig. S7 A-C;
Mann-Whitney rank sum tests). We suspected that these firing-
rate changes contributed to the magnitude of the expansion ef-
fect in the population vector analysis (Fig. 3), so we adjusted
infusion trial rate maps for all place cells so that their mean in-
field and out-of-field rates were equal to those from baseline
trials, and then reran our population vector analysis (Fig. S4
B-D). The magnitude of the expansion effect was decreased, con-
firming the influence of decreased in-field and increased out-of-
field rates, but was still significant in most groups [Kruskal-
Wallis one-way ANOVA on ranks, Hg = 36.05, P < 0.001].

There was also a trend toward decreasing numbers of place
fields in those groups showing the greatest expansion, although
only the decrease in CAl after dorsal high-concentration infu-
sions was significant [Fig. S7D; one-way ANOVA: CA3: F437) =
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Fig. 2. The effect of focal MEC inactivations on the theta rhythm recorded
from the hippocampal fissure. (A) A representative example of power
spectra generated from three trials of a single recording session. The in-
fusion site was ventral and the muscimol concentration was high. Power was
normalized to peak baseline theta power. (B) Raw sample traces randomly
selected from the same session. (C) Reductions in peak theta power relative
to vehicle control were significant for most treatments. (D) Two treatments
also showed a significant decline in the peak power of the second harmonic.
Data in C and D are presented as mean + SEM. L/H indicates low/high
muscimol concentration. Vehicle or site of inactivation is listed along the
Bottom (the intermediate treatment is abbreviated as “interm”). The single
asterisk (*) indicates significant difference from vehicle control calculated
with post hoc test (P < 0.05).

PNAS | March 31,2015 | vol. 112 | no.13 | 4117

g
=
H
[
H
=
o
o
1]
o
wv

NEUROSCIENCE


http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF2
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF3
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF3
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF3
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF4
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF5
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF6
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF7
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF7
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF4
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF4
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF4
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF7

A TT8c3 TT8c4 TT9c4 TT12¢2
Baseline Baseline Baseline Baseline
ﬁ40 10 50 10
20 5A h 25 J 5
% 0 0 0
= Interm. musc. Interm. musc. Interm. musc. Interm. musc.
£ 40 10 50 10
=20 5 25 5
e e,
0 360 720 360 720 360 720 360 720

position (cm)  position (cm) position (cm) position (cm)

B gBaseline Muscimol C
il B -4

F~
- *
o =
© <
© o
- 2
©
§o d E
co ©
O N = c
=M~ ol § L
2 8 =
2
a9 [=1 <
g —
<]
k=)
0 0

Fig. 3. Expansion of the spatial representation after focal MEC inactiva-
tions. (A) Example rate maps from four place cells recorded before (top row)
and after (bottom row) intermediate-site high-concentration muscimol in-
fusion. (B) Population vector cross-correlation matrices from the same
session from baseline, vehicle, and high-concentration muscimol trials. The cells
recorded in this session were from CA1. At Lower Right, the decorrelation
curves for each trial are overlaid. The displayed data are the mean correla-
tion + SEM for each possible population vector pair interval between 0 and
180 cm. To quantify the scale of the spatial representation, the interval at
which the correlation dropped to 0.5 was calculated (dotted line). (C) The
mean change + SEM in the interval value at which the correlation drops to 0.5
for all sessions. L/H indicates low/high muscimol concentration. Vehicle or site
of inactivation is listed along the Bottom. The single asterisk (*) indicates sig-
nificant difference from vehicle control calculated with post hoc test (P < 0.05).

0.92, P = 0.49; CAL: F(634) = 3.97, P = 0.004]. The decrease in
the number of fields was not due to the exclusion of fields that
had expanded into reward zones; when all place fields were in-
cluded, the decrease in number of fields after dorsal high-con-
centration infusions remained significant [Fig. S7E; one-way
ANOVA, Fsg80y = 6.26, P < 0.001] and was significantly greater
than after high-concentration ventral and intermediate infusions
[two-way ANOVA, F(; 56 = 5.18, P = 0.009].

Paired Place Fields Analysis. The individual place field analysis did
not control for the possibility that remapping might contribute to
the observed expansion; for example, if the smallest fields were
preferentially knocked out as a result of the inactivations, this
would increase the mean field width (Figs. 3 and 4). To de-
termine whether individual fields were truly expanding, we re-
stricted our analysis to individual place fields that were expressed
during both baseline and treatment trials, termed “paired” place
fields (Fig. 5). There were significant place field width increases
for all high-concentration treatments and the low-concentration
intermediate treatment compared with control [Fig. 5E; Kruskal-
Wallis one-way ANOVA on ranks, H) = 46.85, P < 0.001].
Two-way ANOVA between treatments did not reach significance
for the effect of infusion site [F(; 284y = 2.07, P = 0.13], although
the difference between the amount of expansion after high-
concentration dorsal infusions compared with the corresponding
ventral infusions approached significance (post hoc Tukey test,
P = 0.056). Place field intrinsic oscillation frequency was
significantly decreased after muscimol compared with control,
consistent with place field expansion [Fig. 5F; Kruskal-Wallis
one-way ANOVA on ranks, Hg = 122.85, P < 0.001]. The
decreases after dorsal and intermediate infusions at both drug
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concentrations were significantly larger than after the corresponding
ventral inactivations [two-way ANOVA, effect of infusion site:
F(2,284) = 13.287, P < 0.001]. The slope of phase precession was also
significantly decreased for all groups relative to vehicle control ex-
cept ventral low concentration, again consistent with place field
expansion [Fig. 5G; Kruskal-Wallis one-way ANOVA on ranks,
Hs) = 102.20, P < 0.001]; the effect was significantly greater after
dorsal and intermediate low-concentration infusions and dorsal
high-concentration infusions relative to the corresponding ventral
infusions [two-way ANOVA, F;361) = 7.74, P < 0.001]. Further-
more, both mean [Fig. 5H; Kruskal-Wallis one-way ANOVA on
ranks, H) = 48.52, P < 0.001] and peak [Fig. 5/; Kruskal-Wallis
one-way ANOVA on ranks, H) = 34.601, P < 0.001] measures of
in-field firing rates decreased significantly in the majority of treat-
ments, with the dorsal inactivations causing the greatest effect, al-
though two-way ANOVAs failed to detect any effect of infusion site
[mean rate: Fps4y = 1.549, P = 0.214; peak rate: F(p 84y = 0.938,
P =0.393].

Correlations calculated between both population vectors and
rate maps before and after infusions indicated that there were
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Fig. 4. Analysis of individual place field widths. (A) Example rate maps and
phase precession plots before and after high-concentration muscimol in-
fusion to dorsal MEC. (B) A color-coded example of the phase-by-position
plot from which the experimenter manually selected place field boundaries.
The gray boxes indicate track bins around the reward wells excluded due
to low occupancy after velocity thresholding. The experimenter selected
boundaries around the red and blue fields. The blue field was excluded from
the analysis due to overlap with the middle gray box. The small phase-pre-
cessing field on the far left was not selected by the observer because it
overlapped with another small field (to its left), which did not appear to be
showing phase precession (both fields overlap the reward area, so they
would have been automatically excluded on those grounds had boundaries
been selected). The y axis is duplicated and spikes plotted twice to produce
a contiguous cycle of phase procession for display purposes in both A and B.
(C) Representative example of heat maps generated from spikes fired within
the manually selected fields. The example uses all spikes fired by all CA1
neurons recorded through hyperdrive bundle 1 from all high-concentration
dorsal site inactivation sessions. This plot shows that field boundaries were
selected consistently and that fields were not artificially expanded (i.e., no
large blank areas at either end of the population field) or shrunk (i.e., the
population field is not truncated at either end). (D) Place field width data for
all treatment subgroups recorded in CA3 (Top) or CA1 (Bottom) presented as
mean + SEM. L/H indicates low/high muscimol concentration. Vehicle or site
of inactivation listed along the Bottom. The single asterisk (*) indicates
significant difference between baseline and postinfusion within a treat-
ment or treatment subgroup with a P < 0.05; the double asterisk (**)
indicates P < 0.001.
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Fig. 5. Analysis of “paired” place field properties. (A) A representative
example of a pair of phase precessing place fields (in blue) selected auto-
matically from baseline (Top) and treatment (Bottom) trials on the basis of
center of mass. The infusion site was ventral, and the muscimol concentra-
tion was high. The y axis is duplicated and spikes plotted twice to produce
a contiguous cycle of phase procession. (B) Autocorrelations (blue) and fil-
tered autocorrelations (magenta) for the same place field as A. Dashed lines
are shown through the first three peaks of the baseline (Top) autocorrela-
tion to highlight the change in oscillation frequency after inactivation
(Bottom). (C) Intrinsic oscillation frequencies calculated from the power
spectra peaks between 6 and 12 Hz of the unfiltered autocorrelations for the
place field pair in A. Black is baseline, and red is postmuscimol infusion.
Peaks of the two power spectra were equalized for display. (D) Slope of
phase precession for same place field as B calculated using linear regression
for display only. All grouped data were analyzed using circular regression
(45). (E-I) Mean change + SEM in place field width (E), intrinsic oscillation
frequency (F), slope of phase precession (G), mean in-field firing rate (H), and
peak in-field firing rate (/) for each treatment. L/H indicates low/high mus-
cimol concentration. Vehicle or site of inactivation listed along the Bottom.
The single asterisk (*) directly above or below error bars indicates significant
difference between vehicle and corresponding treatment with a P < 0.05.
Brackets connecting individual bars indicate significant differences between
effects of infusions at different infusion sites; the single asterisk (*) indicates
P < 0.05, and the double asterisk (**) indicates P < 0.001.

significant increases in remapping after muscimol compared with
vehicle control (Fig. S8 4 and B). To determine whether place
fields truly remapped (i.e., changed location) or were simply wiped
out (which can also lead to reduced correlations), we quantified
the proportion of fields from treatment trials that were new fields
(i.e., fields that did not have matching baseline trial fields; Fig.
S8C). Under vehicle control conditions, 18% of place fields iden-
tified after vehicle infusions did not have matching baseline fields.
Both dorsal low- and high-concentration treatments saw relatively
large increases in the percentages of new place fields, indicating
that substantial remapping had in fact occurred in these two groups
(dorsal low, 38%; dorsal high, 42%; intermediate low, 27%; in-
termediate high, 16%; ventral low, 13%; ventral high, 30%).

Paired Fields by Lap. An alternative explanation for our results
showing place field expansion is that place fields simply became
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unstable; if field location was changing slightly from one lap to
the next, averaging firing-rate maps across laps would have
caused the appearance of place field expansion even if fields had
not actually expanded. We conducted a lap-by-lap analysis of
place field width using our paired place field data to address this
possibility (Fig. 6). Field width was calculated as the distance
from the position of the first spike on that lap to the position of
the last spike on that lap for each paired place field. Mean
field width was indeed increased after all high-concentration
muscimol infusions relative to vehicle control [Fig. 6D; one-way
ANOVA, F(s457) = 6.66, P < 0.001]. There was no significant
difference between the infusion sites [two-way ANOVA between
treatments; effect of infusion site: F(; 534y = 2.38, P = 0.094], but
a post hoc Tukey test suggested a difference between the effect
of high-concentration dorsal infusions and the corresponding
ventral infusions (P = 0.05). For each field, we also computed the
maximum field width and found that all groups were increased
relative to control [Fig. 6F; one-way ANOVA, F(s457) = 10.63,
P < 0.001]; there was no significant effect of infusion site [two-
way ANOVA, F; 534y = 2.36, P = 0.096], but the difference between
the effect after dorsal high-concentration infusions compared
with the corresponding ventral infusions approached significance
(post hoc Tukey test, P = 0.055). We confirmed these results with
an analysis that used binned firing rates and a firing-rate
threshold. Mean field width remained increased for all high-
concentration infusions at all three sites relative to vehicle [Fig.
6F; one-way ANOVA, F 4457, = 6.66, P < 0.001], although there
was no effect of infusion site [two-way ANOVA, F; 534y = 1.26,
P = 0.285]. Maximum field width was significantly increased for
all treatments relative to vehicle using binned firing rates [Fig.
6G; one-way ANOVA, Fs4s7) = 9.62, P < 0.001], and the ex-
pansion after dorsal high-concentration infusions was signifi-
cantly greater than after the corresponding intermediate and
ventral groups [two-way ANOVA, F(3 34 = 3.27, P = 0.039].

Interneuron Firing Rates. Last, we examined the firing rates of
interneurons recorded in the cell body layers (Fig. S94). There
were relatively small but significant decreases in interneuron
firing rates after low- and high-concentration dorsal and ventral
inactivations (Wilcoxon signed-rank tests; see Fig. S9 for P values).

Discussion

Focal inactivations of MEC, regardless of location along the
dorsoventral axis, caused expansion of place fields in CAl and
CA3, the magnitude of which diminished as infusions were made
at more ventral sites along the dorsoventral axis of the MEC.
They also decreased theta power, the number of place fields,
firing rates, intrinsic oscillation frequencies, and phase pre-
cession slopes [the decreased intrinsic oscillation frequencies and
phase precession slopes are consistent with most current models
of hippocampal phase precession, including the oscillatory in-
terference model (22, 23), the “smooth ramp” model (24, 25),
and inheritance from MEC (20, 26, 27)]; these same effects have
previously been observed after reduction of the strength of the
self-motion signal by deletion of ambulation and vestibular sig-
nals (19), and also as recording sites are moved ventrally along
the dorsoventral axis of the hippocampus (11-13, 18). The large
decrease in theta power observed after high-concentration ven-
tral inactivations provides strong evidence that the ventral por-
tion of MEC we inactivated exerts influence over the portion of
dorsal hippocampus we recorded from. Although the contraction
predicted by the Fourier theory was not observed after ventral
inactivations, we did see an increase in out-of-field firing rates,
expected after loss of Fourier components due to decreased
excitatory drive at areas of maximal grid field overlap relative to
surrounding areas. The most parsimonious explanation for our
results is that the inactivations induced a combination of loss of
Fourier components and a decrease in the gain of the self-motion

PNAS | March 31,2015 | vol. 112 | no.13 | 4119

g
=
H
[
H
=
o
o
1]
o
wv

NEUROSCIENCE


http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF8
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF8
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF8
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF9
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1421963112/-/DCSupplemental/pnas.201421963SI.pdf?targetid=nameddest=SF9

= C baseline

*

- — afe,
2 o 20| o
% o 8 T,
s o 52
£ N o5 B -
5 a5~  muscimol
—Ea ) o0 o [ « |
1a ' 3 % 21|
&o i |
8 L g
0 360 720 0 360 720 500 650
position (cm) track position (cm) position (cm)
max width __mean width__ maxwidth _

100

change (%)
50

il

0

Ll?;'il-/HLf’H , LHLALH ' L;—!L'HL'H _THLATH
00, 7 “Q ©Y0. “n e, 050, s IR
Doy s, gl Oy s, oy s, gy T

Fig. 6. Paired place fields analyzed lap by lap. (A) A representative example
of a pair of phase-precessing place fields (plotted twice along y axis in red
and blue) selected automatically from baseline (Top) and dorsal high-con-
centration (Bottom) trials on the basis of center of mass. Note that the place
fields at Left are excluded from the analysis due to overlap with the reward
zone and with each other. (B) Lap-by-lap binned firing-rate maps for the
place fields in A. (C) Plots of spike phases and positions for representative
single laps from the infusion and treatment trials for the field in A (the sixth
laps from both trials). (D and E) Mean change + SEM in mean (D) and
maximum (E) place field width calculated using phase precession data from
Fig. 5. (F and G) Mean change + SEM in mean (F) and maximum (G) place
field width calculated using lap-by-lap rate maps and a firing-rate threshold.
L/H indicates low/high muscimol concentration. Vehicle or site of inactivation
listed along the Bottom. The single asterisk (*) directly above error bars
indicates significant difference between vehicle and corresponding treat-
ment with a P < 0.05. Brackets connecting individual bars indicate significant
differences between the effects of infusions at the different infusion sites;
the single asterisk (*) indicates P < 0.05.

signal. This decreased gain would have caused an increase in the
scale of grid fields spared by the focal inactivations, enhancing
the expansion of place fields after dorsal inactivations and
counteracting the contraction of fields after ventral inactivations
(Fig. S10; Table S1 provides a summary of the predictions of the
two hypotheses and which predictions appear to be fulfilled in
our experiment). How the spared grids might expand is unclear.
One possibility is that grid fields are generated through an in-
hibitory attractor mechanism, and that weakening of disynaptic
inhibition due to partial inactivation of individual grid modules
(28) could cause expansion (refs. 29-31; but see ref. 32). In-
terestingly, there is one report of place field contraction in the
open field after lesions of entorhinal cortex that may have spared
a small portion of dorsal MEC (33), but interpretation of this
result in the context of the Fourier hypothesis is complicated by
the extensive nature of the lesions, which covered most of MEC
and spread into lateral entorhinal cortex; the resulting dramatic
decrease in firing rates suggests a large reduction in excitatory
drive, which may have limited the area within overlapping grid
fields where place cells were sufficiently depolarized to fire (in
a manner analogous to increasing the firing threshold, the effect
of which is illustrated in Fig. S9 C and D).

Although a parallel weakening of inhibitory inputs from or
driven by MEC (34-38) could also explain the greater than
expected place field expansion (Fig. S9), for this to occur, the
decrease in inhibition would likely need to be greater than any
parallel decrease in excitation. We did not observe a particularly
large reduction in interneuron firing rates in the cell body layers
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(Fig. S94), but we cannot rule out a larger reduction in stratum
lacunosum-moleculare interneurons (35) or projecting GABAergic
neurons in MEC (34). Another possibility is that MEC-driven
excitation dominates in the place field, whereas MEC-driven
inhibition dominates outside the field, which would be consistent
with our observations of decreased in-field firing rates and in-
creased out-of-field firing rates after inactivations.

Our results are seemingly at odds with recent experiments
showing that inactivation of the medial septum, which disrupts
the grid structure in MEC, leaves place field expression in CAl
largely unchanged in both familiar and novel environments
[apart from a loss of theta rhythmicity (39-41)]. However, new
results showing that, in novel environments, medial septum in-
activation can prevent the formation of place fields if insufficient
sensory cues are available (42), help to reconcile these contra-
dictory findings. That the effect of medial septum inactivation is
greatest in novel environments suggests the possibility that recall
of previously formed place cell maps (termed “charts”; 7) in the
recurrent CA3 network can lead to CAl place field formation
when the grid network signal is not present. The fact that medial
septum inactivation does not prevent the formation of place
fields in novel environments if sensory cues are sufficiently
available can be explained by retrieval, using attractor dynamics
(43), of the most closely matching CA3 chart from the pool of
those available. The remapping of these novel environment
fields when the medial septum and grid cells come back online
(42) is notable for two reasons: first, it supports the notion that
the initial place field formation is due to spurious recall of a prior
CA3 chart, because an appropriate chart could not possibly have
been recalled in an unfamiliar environment; and second, it
indicates that formation of place fields solely from sensory cues
is an artifact of the experimental manipulation, because control
of place field properties returns to the grid cell network once it
becomes available, thereby “correcting” the place cell map if an
inappropriate chart had been selected. Data from smaller novel
open-field environments showing that fields formed during me-
dial septum inactivation do not always remap when the grid
network is reestablished (ref. 41, but not ref. 42) suggest that,
when many local cues are present, a previously formed chart that
is spuriously recalled through attractor dynamics may become
bound to the new set of cues, thus enabling subsequent recall.
Nevertheless, we interpret these findings as showing that, under
normal conditions, the grid network plays an important role in
setting place field properties. Furthermore, because our animals
were highly familiar with the recording room and the track, the
fact that the grid cell network retained control over place field
properties after partial inactivations suggests that place fields
only become solely dependent on previously stored charts when
grid cell inputs are completely removed. Although there is a re-
port showing that medial septum inactivation reduces in-field
firing rates of place fields in CA3 but not CAl (44), given the
familiarity of the animals in that study with the behavioral ap-
paratus, it is plausible that sufficient CA3-CAl long-term po-
tentiation had occurred that a partial/perturbed CA3 chart was
still sufficient to drive the appropriate population of CAl place
cells. In addition, as noted by the authors of that study, the use of
tetracaine raised the possibility that the CA3 effect was due to
inactivation of fibers of passage rather than medial septum (44),
and thus CA3 may not have been disrupted in the more recent
studies using muscimol (41, 42). In the absence of more com-
pelling CA3 data, it remains doubtful that CA1 can express novel
place field configurations in the absence of grid cell input.

Although the results presented here do not perfectly match
the predictions of the Fourier model, degraded self-motion sig-
nals can only produce the observed results if place fields are
indeed being generated by Fourier mechanisms (i.e., place field
scale is inherited from grid field scale), and so provide further
support to the model. The exact nature and mechanism of the
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degraded self-motion signal is unclear, however. An investigation
of how individual grid modules respond to partial inactivation
will help to clarify the plausibility of the mechanisms proposed.

Experimental Procedures

All experiments were approved by the University of Lethbridge Animal
Welfare Committee. Six male Fisher-Brown Norway hybrid rats were
implanted with cannulae targeting between one to three sites along the
dorsoventral axis of the MEC (see Fig. 1 for location of sites). Animals were
also implanted with a recording array containing 18 drivable tetrodes and 3
drivable single-channel electrodes. Electrodes were usually turned to CA1
first, and after sufficient data had been collected there, they were turned
down to CA3 over the course of another week.

Animals ran clockwise and counterclockwise on a circular track for food
reward. They first ran a baseline period, and then vehicle or muscimol was
infused, after which a subsequent trial was run. In some sessions, multiple
trials were run (S/ Experimental Procedures).

Spikes from each tetrode file were automatically clustered using KlustaKwik
(K. D. Harris, University College of London, London; http:/klustakwik.
sourceforge.net/), and then clusters were manually refined in custom-written
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