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SUMMARY

Most behaviors are generated in three steps: sensing the external world, processing that 

information to instruct decision-making, and producing a motor action. Sensory areas, especially 

primary sensory cortices, have long been held to be involved only in the first step of this sequence. 

Here, we develop a visually-cued interval timing task that requires rats to decide when to perform 

an action following a brief visual stimulus. Using single-unit recordings and optogenetics in this 

task, we show that activity generated by the primary visual cortex (V1) embodies the target 

interval and may instruct the decision to time the action on a trial-by-trial basis. A spiking 

neuronal model of local recurrent connections in V1 produces neural responses that predict and 

drive the timing of future actions, rationalizing our observations. Our data demonstrate that the 

primary visual cortex may contribute to the instruction of visually-cued timed actions.

1 Introduction

The production of a behavior often requires an animal to sense the external world, make 

decisions based on that information and generate an appropriate motor response (Goldman-

Rakic, 1988; Kandel et al., 2000; Miller and Cohen, 2001). The canonical view of brain 

organization is that these functions are performed hierarchically by sensory, association, and 

motor areas respectively (Felleman and Van Essen, 1991; Kandel et al., 2000; Miller and 

Cohen, 2001). The role of sensory areas—especially primary sensory areas—has long been 

regarded as providing a faithful representation of the external world (Felleman and Van 

Essen, 1991; Goldman-Rakic, 1988; Kandel et al., 2000; Miller and Cohen, 2001); several 

studies have shown that these areas convey sensory information (Ghazanfar and Schroeder, 

2006; Hubel and Wiesel, 1962, 1968; Lemus et al., 2010; Liang et al., 2013), while others 

have shown causal roles in sensory perception (Glickfeld et al., 2013; Jaramillo and Zador, 

2011; Sachidhanandam et al., 2013; Znamenskiy and Zador, 2013). However, this view has 
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recently been challenged by observations that sensory cortices represent not only stimulus 

features but also non-sensory information (Abolafia et al., 2011; Ayaz et al., 2013; Brosch et 

al., 2011; Fontanini and Katz, 2008; Gavornik and Bear, 2014; Jaramillo and Zador, 2011; 

Keller et al., 2012; Niell and Stryker, 2010; Niwa et al., 2012; Pantoja et al., 2007; 

Samuelsen et al., 2012; Serences, 2008; Shuler and Bear, 2006; Stanisor et al., 2013; Zelano 

et al., 2011). In the visual modality, it has been shown that V1 can predict the learned typical 

interval between a stimulus and a reward (Chubykin et al., 2013; Shuler and Bear, 2006) and 

that the ability to learn such intervals depends on cholinergic input from the basal forebrain 

(Chubykin et al., 2013). In fact, similar timing responses can be conditioned even within an 

isolated in-vitro preparation of V1 (Chubykin et al., 2013), advancing the site of learning as 

local to V1. However, whether such predictive signals (Brosch et al., 2011; Chubykin et al., 

2013; Pantoja et al., 2007; Serences, 2008; Shuler and Bear, 2006; Stanisor et al., 2013) in 

primary sensory areas can be involved in instructing behavior is unclear.

Here, we developed a novel visually-cued interval timing task to address this question. Rats 

performing this task must decide when to lick on a spout to obtain the maximum water 

reward: licking at longer delays following the visual stimulus (up to a target interval) results 

in larger reward volumes. Delays longer than the target interval result in no reward (Figure 

1). Hence, trained animals wait a stereotyped interval after the stimulus before deciding to 

lick. The design of our current task was motivated to address whether V1 activity that 

reflects the average delay between stimulus and reward could be used to directly instruct the 

lapse of a target interval in order to time an action. As in prior tasks, single unit recordings 

showed responses that represent the mean expected delay between the stimulus and the 

reward; but in addition, other neurons’ responses correlate with the timed action on a trial-

by-trial basis. Among this latter group, we found neurons that represent a target interval 

from the cue as well as others that report the expiry of the target interval, potentially 

informing the timing of the behavioral response. Crucially, we show that many neural 

responses correlate with the timing of the action only on trials in which the animal timed its 

behavioral action from the visual stimulus and that the action can be decoded on a trial-by-

trial basis on these trials. In contrast, on trials in which the action was not visually timed, the 

firing of the neurons did not relate to the action, nor could the action be decoded from the 

firing rates, even though these trials contain the same visual stimulus and action. Further, 

even when the action was visually-timed, many neurons convey information about the 

timing of the action in an eye-specific manner. We further show that optogenetic 

perturbation of activity in V1 during the timed interval (but after cue offset) shifts timing 

behavior only on visually-timed (but not non-visually-timed) trials. Our results indicate that 

post-stimulus activity in V1 embodies the wait interval and may inform the timing of the 

behavioral response. We show that a recurrent network model of spiking neurons (Gavornik 

and Shouval, 2011; Gavornik et al., 2009) can produce the timing of future actions. As 

observed experimentally, single unit activity within this network shows trial-by-trial 

correlations with the action, and a perturbation of the network activity produces a shift in the 

timing of the action, confirming that a model of local recurrent connections within V1 can 

rationalize our observations.
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2 Visually-cued timing behavior

To initiate a trial in our visually-cued timing task, animals enter a port (“nosepoke”) 

containing a lick spout and remain so that after a random delay, a monocular full-field visual 

stimulus is presented. In order to ensure that the animal is not licking at the moment of 

visual stimulus delivery, a 0.2–1.2s lick-free pause prior to visual stimulus delivery was 

imposed. The reward is delivered immediately upon the first lick after the visual stimulus. 

Importantly, the amount of reward obtained has a ramp profile with respect to the time 

waited by animals from the visual stimulus until the first lick (“wait time”) (Figure 1A). 

Early in training, the wait times of animals occur at very short lags after the visual stimulus 

and are likely independent of the stimulus (see Supplemental Introduction Experimental 

Procedures for details of behavioral shaping) (Figure 1C). Unlike early stages, as the 

animals advance to an intermediate stage of training, their wait times begin to be 

stereotyped. In other words, the cumulative distribution function (CDF) of their wait times 

acquires a sigmoidal shape—indicating that their lick behavior is increasingly being timed 

from the visual stimulus. In later stages of learning, the animals’ behavior shows a tighter 

sigmoidal shape (Figure 1C, D) with a median greater than one second, and a low coefficient 

of variation (CV) (~0.25). To ascertain whether the asymptotic wait times are near-optimal 

(Balci et al., 2011), we calculated the mean wait time that leads to the maximum reward per 

trial for a given coefficient of variation (Figure 1D, red dotted line). Because timing 

behavior follows scalar variability (Buhusi and Meck, 2005; Buonomano, 2007; Matell and 

Meck, 2004; Merchant et al., 2013), longer wait times are associated with larger variances, 

such that a larger proportion of wait times exceed the target interval, receiving no reward 

(Figure S1). Hence, the optimal wait time (given ramping reward to 1.5s) for a CV close to 

0.25 is approximately 1.1 seconds. The asymptotic wait times for the animals were thus 

near-optimal (Figure 1D).

If these stereotyped wait times truly reflected timing from the visual stimulus, they should 

have no dependence on other behavioral events (such as the nosepoke entry), as was largely 

observed (Figure 1E). However, a closer examination of the dependence between per-trial 

wait times and the corresponding delays between the nosepoke entry and visual stimulus 

revealed a small, but significant, negative correlation (R2~0.05) (an example session is 

shown in Figure 1F). A simple explanation of this correlation is that a subset of trials was 

timed from the nosepoke entry rather than the visual stimulus. If trials were timed from the 

nosepoke, the longer the delay from nosepoke to visual stimulus presentation, the shorter the 

corresponding wait time would be from the visual stimulus. To detect such non-visually-

timed trials, we analyzed the effect of removing individual trials from the correlation, so as 

to identify the trials that contributed the most to the original correlation (Figure S1). Such 

non-visually-timed trials (marked with red squares in Figure 1F, G) also include trials 

showing outlier wait times (wait times less than 300ms or greater than 3000ms; see 

Experimental Procedures). These “non-visually-timed” trials necessarily cannot be fully 

timed from the visual stimulus as they show correlations with the nosepoke, though they 

may yet be partly influenced by it. Nonetheless, aside from the outliers, the non-visually-

timed trials show a consistent delay from nosepoke-entry independent of the visual stimulus, 

implying that they are likely timed from the nosepoke entry (Figure 1G). Separating out 
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timing signals from those that merely reflect the action used to indicate the expiry of the 

timed interval is a challenge associated with studying the neural genesis of timing (Brody et 

al., 2003; Narayanan and Laubach, 2009; Xu et al., 2014). Hence, we used the above method 

to separate trials containing nominally the same action (licks), based on whether or not the 

actions were timed from the visual stimulus. Thus, if activity in V1 was driven by the action 

itself, it would be present on both visually-timed and non-visually-timed trials. If, on the 

other hand, V1 instructed the timing of the action, the activity in V1 would correlate with 

the action only on visually-timed trials, and not on non-visually-timed trials.

3 Neural activity conveys action timing

Neurons that embody an interval from a visual stimulus should reflect this information in 

their firing profile and can do so in different ways including sustained responses or linear 

ramps of a given duration (Figure S2A). It has been shown that neurons in V1 can represent 

both 1) temporal intervals (by sustained modulations of their firing rate for the duration of 

the mean delay between visual stimulus and reward (Chubykin et al., 2013; Shuler and Bear, 

2006)), and, 2) the lapse of such intervals (by a peak in firing rate (Chubykin et al., 2013; 

Shuler and Bear, 2006)). If such representations are not used for the timing of an action, 

there will be no trial-by-trial correlation between the neural response and the action, as 

observed previously and termed “reward timing” (Chubykin et al., 2013; Shuler and Bear, 

2006) since they expressed the typical delay to reward (Figure 2A–D shows a schematic). 

On the other hand, if the interval represented by such neurons is used to instruct the timing 

of an action, there would be a trial-by-trial correlation between the neural representation of 

the interval and the action. Conceptually, an “intervalkeeper” neuron that represents a target 

interval would persistently modulate its firing rate (by either an increase or a decrease) from 

the onset of the visual stimulus until the target interval expires. Since the animal’s indication 

of the lapse of the interval (lick) is informed by such a neuron, the lick would follow the 

moment at which the neuron indicates the expiry of the target interval. On trials in which the 

neural response lasts longer, the licks will be correspondingly delayed and vice-versa 

(Figure 2E, F). Neurons that decode the activity of such intervalkeepers to instruct the 

animal to lick would modulate their population firing rate immediately prior to the lick: the 

later they fire on a trial, the later the lick occurs (Figure 2G, H). V1 neurons recorded from 

well-trained animals with stereotyped timing behavior showed responses expressing these 

conceptualized forms, with strong trial-by-trial correlations with the action indicating the 

expiry of the timed interval (Figure 2I–L), in addition to other neurons showing reward 

timing (Figure S2B). Such units that show trial-by-trial correlations with the action in their 

response profile are labeled as “action units”.

We quantified the correlation between neural response and action by testing whether a 

neuron modulated its firing rate at fixed latencies with respect to the action (see 

Experimental Procedures and Figure S7D). To further test whether such an observed firing 

rate change truly results from timing the action and not, alternatively, reflecting merely the 

past presence of the corresponding visual stimulus (i.e. reward timing), we did a shuffle 

analysis that maintained the average relationship between the stimulus and the action, but 

shuffled the trial-by-trial relationship to the visual stimulus (see Experimental Procedures, 

Figure S7D and Figure S3). Of a total of 363 single units recorded from five trained animals, 
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we found significant correlations with the action (in excess of visually-driven correlations) 

in 122 (Figure 4A). These strong trial-by-trial correlations observed in the above “action” 

units can arise from two possible scenarios: either the neural response instructs the action 

(“action timing”) or the action instructs the neural response (“action feedback”).

Firing rate modulations that drive the visually-cued timing of the action should be absent 

when the visual stimulus is not being used to time the action—as in “non-visually-timed” 

trials. Therefore, we tested the activity of these 122 action-correlated neurons in trials with 

non-visually-timed licks. Additionally, such activity should be absent when the stimulus is 

not presented prior to the animal initiating licking in the nosepoke. To address this 

possibility, on some trials (“NoStim”, see Experimental Procedures) we withheld the 

presentation of the visual stimulus, which, nevertheless, could result in licks, though not 

timed from a visual stimulus. Further, entries into the nosepoke during a mandatory intertrial 

interval sometimes resulted in licks (false entry licks) that also, then, were not timed from a 

visual stimulus (see Experimental Procedures). Such licks made in the absence of visual 

stimuli (NoStim licks and false entry licks), are referred to as “false first licks”. These false 

first licks afford an additional opportunity to examine neural activity to first licks not timed 

from the visual stimulus. Note however, that the occurrence of all of these non-visually 

timed licks diminishes with increases in performance level.

Of the 122 “action” units, we found that 38 (labeled “action timing” units) showed a 

significant difference in activity between both visually-timed and non-visually-timed trials, 

as well as between visually-timed trials and false first licks (see Figure 3A, B for examples 

and Figure S3 for analysis). Hence, the activity of these units cannot be explained by the 

mere presence of the action. Seven units showed no significant differences between these 

trial types, but showed significant responses to either the false first licks or the non-visually-

timed licks (see Figure S4A for an example). These units are labeled “action feedback” units 

as they contain information about the first lick, independent of whether or not it was timed 

from the visual stimulus. The remaining 77 units were classified as “action timing/feedback 

units” because they were from animals performing an insufficient number of false first licks 

or non-visually-timed trials to unambiguously classify as “action timing” or “action 

feedback” (see Figure S4B for an example). This is because as animals gain more and more 

experience, they perform fewer and fewer non-visually-timed or false first licks. 

Nonetheless, these units show significant trial-to-trial correlations with the action and are 

therefore likely to be predominantly “action timing” units, as 38 out of 45 (number of 

“action timing” + number of “action feedback”) with sufficient statistical power are “action 

timing” (Figure S4B shows such a likely “action timing” unit). Also, note that as with any 

analysis, the classification of trials into visually-timed and non-visually-timed may contain 

false positives/negatives. Yet, the presence of such errors would but reduce our ability to 

distinguish neural activity between these trial types.

Hence, consistent with the hypothesis that neural activity drives behavior when animals time 

their action from the cue, we find that a significant portion of units show a difference 

between visually-timed trials and non-visually-timed trials. Additionally, if the action did in 

fact result from the firing pattern of these neurons, their activity should contain information 

about the action prior to its occurrence. In line with this prediction, we found that the earliest 
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latency at which “action timing” units carried information about the action (“neural report of 

time”; see Experimental Procedures) was prior to the action (median= −50ms, p=0.0013, 

one-tailed, W32=104.5, z= −3.01, Wilcoxon signed-rank test). Further, the action feedback 

units showed a median neural report of time significantly later than the median report of the 

timing units (median= 50ms, p=0.005, one-tailed, U=242, z=2.55, Mann-Whitney U-test) 

(Figure 4C).

The prior results confirm that a linear decoder (ROC) can detect a change in firing rate 

locked to the action across all trials within a unit. To test whether the firing rate change on 

an individual trial can predict the moment of the action on that trial, we created a maximum 

likelihood decoder that detected the moment of firing rate transition (Figure 5). This decoder 

showed that the moment of action can be decoded on a trial-by-trial basis using the firing 

rate pattern on visually-timed trials for the population of “action timing units”. On the other 

hand, the firing pattern of “action timing units” in V1 could not be used to decode the action 

on non-visually-timed trials. These two observations, again, advance V1’s role in instructing 

the timed action.

To further examine the 77 units that defied classification as action timing or action feedback 

(due to the low number of false first licks and non-visually-timed trials performed by highly 

trained animals), we reasoned as follows: should these units simply reflect the action, there 

should be no difference in their responses to the action following stimulation of either eye. 

Contrary to this, we found that 29 out of these 77 showed significant differences (see 

Supplemental Experimental Procedures) at the time of the action (Figure 4D), according to 

which eye was stimulated in that trial. This is inconsistent with them merely reporting the 

presence of the action (see Figure S4 for an example). Further, differences in firing based on 

eye-of-origin are regarded as absent in areas outside of V1 (Burkhalter and Van Essen, 

1986; Crick and Koch, 1995; Hubel and Livingstone, 1987; Maunsell and Van Essen, 1983; 

Shimojo and Nakayama, 1990). Thus, these eye-specific differences diminish the likelihood 

that the observed activity is merely relayed to V1 by “higher” brain regions.

We also found that out of 351 single units recorded from three naïve animals early in 

training (Experimental Procedures), only seven showed significant action correlations 

(Figure 4E), approximating the expected false positive rate of the test (see Figure S4C–I to 

see all of these responses). This observation indicates that trial-by-trial correlation exists in 

V1 only after animals learn the wait time-reward contingency to time their licking behavior, 

again confirming that the response is not simply driven by the action of licking.

4 Optogenetic perturbation consistently shifts timing

If visual stimuli evoke responses in V1 that not only convey the presence of the stimulus, 

but also instruct the timing of the action, a manipulation of neural activity in the interceding 

interval between the stimulus and the action should lead to a consistent shift in the timed 

behavior. In order to test this hypothesis, we measured the behavioral effect of a brief 

optogenetic perturbation of ongoing activity in V1 during the wait time (see Experimental 

Procedures and Figure 6A). This perturbation (lasting 200ms) was applied 300 ms after the 

visual stimulus offset so as to minimize interference with the ability of animals to sense the 
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stimulus (Figure 6A–D). We confirmed that the optogenetic perturbation was able to affect 

the firing properties of the network using single unit recordings in one animal (Figure S6). 

Should the optogenetic perturbation affect the timing of the action as hypothesized, the 

entire distribution of wait times must shift, as experimentally observed (Figure 6C). In order 

to quantify whether the entire CDF of wait times showed a shift, we measured the shift as 

the “normalized absolute median percentile shift” (defined in Experimental Procedures; also 

see Figure S6B). As a population, we found that perturbations over a range of intensities 

significantly (see Experimental Procedures) shifted the wait time (Figure 6E) compared to 

fluctuations expected by chance (p<0.001, two-tailed, bootstrapping, n=18; see Figure S6 

and Experimental Procedures). To test whether this shift resulted from non-specific effects 

of the laser, we performed the same experiment in saline-injected animals and found no 

significant effect (p>0.1, two-tailed, bootstrapping, n=19). Additionally, the effect in virally-

infected (mean = 0.111) animals was significantly higher than in saline-injected animals 

(mean = 0.061, p=0.0036, two-tailed, t35=3.22, Welch’s t-test).

It could potentially be argued that the shift in timing observed due to the optogenetic 

perturbation is a result of the animal treating the laser as a second visual stimulus, or of the 

animal becoming “confused” by the perturbation. We controlled for these possibilities in 

three ways. One, we observed that across all sessions from all experimental animals, the 

laser induced a shift only on visually-timed trials and not on non-visually-timed trials, even 

though both trial types contained the exact same visual stimulus, laser, and action (Figure 

6F). The absence of a shift on non-visually-timed trials indicates that animals are not 

treating the laser as a visual stimulus or becoming “confused”. Second, to further examine 

the hypothesis that animals might treat the laser as a visual stimulus, we assessed the 

probability of licking in “NoStim” trials in the presence and absence of laser for individual 

animals (at maximum intensity). We found no significant increase in licking induced by the 

laser in any animal (p>0.05 with Holm-Bonferroni correction for multiple comparisons, 

n=30 trials in each animal, one-tailed bootstrapping; Supplemental Experimental 

Procedures). Further, speeding up timing as shown in Figure 6C is inconsistent with animals 

resetting their timing upon receiving the optogenetic perturbation. Third, to address whether 

the animals become “confused”, we measured the variability in timing behavior under 

perturbation. We found (Figure S7I) that the optogenetic perturbation in experimental 

animals did not affect the coefficient of variation of wait times (p=0.85, two-tailed Wilcoxon 

signed-rank test, W18=81, z = −0.1960). This implies that the animals are still timing their 

licks (albeit shifted) as their actions remain consistent with scalar timing (Buhusi and Meck, 

2005; Buonomano, 2007; Matell and Meck, 2004; Merchant et al., 2013), and, that the 

observed shift does not merely result from a non-specific disruption of behavior. In the next 

section, we show that a model of a local recurrent network within V1 is sufficient to 

rationalize the results of our optogenetic experiment. Taken together, these results indicate 

that optogenetically perturbing V1 activity in the interceding wait time between the visual 

stimulus and the action causally shifts the timing of visually-cued actions.

5 Spiking neuronal model & Reward responses

Based on these data, one can infer that V1 may be involved in instructing action timing. But 

what is the mechanism that gives rise to visually-cued action timing? Previous experimental 
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work has shown that the average delay between predictive cues and reward (i.e. reward 

timing) can be locally generated within V1 (Chubykin et al., 2013). Further, a computational 

model has been proposed for how such visually-cued temporal intervals may be learned and 

expressed (Gavornik and Shouval, 2011; Gavornik et al., 2009). Therefore, we postulated 

that action timing may arise from reward timing activity. To explore this possibility, we 

examined whether the same local recurrent connections in V1 that give rise to reward timing 

activity can also generate action timing. We reasoned that since a population of neurons can 

report an average temporal interval (reward timing), a subpopulation could be used to 

instruct the timing of an action, thereby expressing both reward and action timing activity in 

V1. If so, would individual neurons in this subpopulation show trial-by-trial correlations 

with the action despite the fact that only their aggregate activity instructs the action? To 

address these questions, we modified (Figure 7A) our previous model of visually-cued 

reward timing in V1 (Gavornik et al., 2009), so generating both action and reward timing 

responses (see Experimental Procedures for details). Individual neurons of the subpopulation 

reporting the expiry of the interval and driving the action showed responses remarkably 

similar to the experimental data, exhibiting significant trial-by-trial correlations with the 

action (p<0.01, n=60 trials, bootstrapping) (Figure 7B). The remaining neurons reflected 

only the average time between stimulus and reward (reward timing), and not the individual 

actions (Figure S7). Therefore, action timing can be derived from reward timing activity.

To test whether the above model (producing timed actions based on local recurrent 

connections within a network) can also explain the results of our optogenetic experiment, we 

introduced a perturbation in the network mimicking the optogenetic perturbation (see 

Experimental Procedures). In order to assess whether the experimental observations can be 

sufficiently explained by our model, we tested the following four questions: 1) does the 

perturbation produce a shift in the distribution of wait times, 2) if so, is this a consistent shift 

in the distribution, 3) is the magnitude of shift comparable to the experimental data (within 

reasonable ranges of parameters), and, 4) does the shifted distribution still abide by scalar 

timing? The answer to each question was in the affirmative, as experimentally observed 

(Figure 7C and Figure S7). This confirms that the experimentally observed shift in behavior 

can be rationalized by a model of V1 that locally generates and instructs the timing of the 

action.

In order for the model to learn to predict and drive the timing of future actions, it would 

need to receive a feedback signal that reflects the magnitude of reward received (Gavornik 

et al., 2009) (see Experimental Procedures). Such primary reward responses have been 

reported in auditory cortex (Brosch et al., 2011; FitzGerald et al., 2013) and somatosensory 

cortex (Pleger et al., 2008, 2009), but have not hitherto been reported within V1 (Weil et al., 

2010). Because of the unique design of our task in which different wait times lead to 

differing magnitudes of reward, we were able to test whether the magnitude of received 

reward is conveyed by the firing pattern of neurons in V1. We found that 23 units (Figure 8) 

showed significant differences between rewarded and unrewarded trials in addition to 

showing a significant correlation with the amount of reward received (see Figure S8 and 

Supplemental Experimental Procedures for analysis). This confirms that primary reward 
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information reaches V1, potentially permitting the relationship between actions and rewards 

to be learned locally.

6 Discussion

The production of the stereotyped timing behavior observed in our visually-cued timing task 

requires that the brain sense the presence of a visual stimulus, generate the stereotyped 

waiting interval, and then produce the lick. The traditional view of primary sensory cortices 

would assume that V1 has a role only in sensing the stimulus. However, we show that the 

cue evoked responses in V1 evolve from those that merely reflect the presence of a stimulus 

to those consistent with driving the timing of delayed voluntary actions. By parsing the 

effect of the timed interval from the action indicating the lapse of that interval, we show that 

neurons in V1 correlate with the action only when it is visually-timed, ruling out the 

alternative that the correlation is merely due to the presence of the action. This is the first 

time that a neural signal generating a timed action by a persistent modulation of firing 

during the wait interval until action has been observed anywhere in the cortex (Buhusi and 

Meck, 2005; Buonomano and Laje, 2010; Johnson et al., 2010; Leon and Shadlen, 2003; 

Matell and Meck, 2000; Merchant et al., 2013). Perturbing activity in V1 during the 

interceding interval indicates that V1 neurons may contribute to instructing the decision of 

when to lick. Our spiking neuronal model confirms that such control of timed actions can be 

performed by a recurrent network of neurons. Interestingly, due to the unique design of our 

task (with a continuous gradient of reward depending on the time waited by animals), we 

also found primary reward responses in V1, confirming that it does indeed receive feedback 

regarding the outcome of recent actions. Our data indicates that “higher order” decisions, 

such as when to perform an action, may be instructed even by primary sensory areas. Note, 

however, that we do not claim that the timing of visually-cued actions in this task is 

exclusively controlled by V1, or that other regions do not play a role. Our optogenetic 

experiment was thus designed only to perturb the activity, rather than silence it, since intact 

timing behavior under silencing may simply mean that other regions also instruct timing or 

compensate for the absence of activity in V1. Perturbing (rather than silencing) activity in 

V1 to show a shift in timing behavior, however, directly addresses whether V1 itself has any 

role in the timing of the actions. Because of the metabolic cost incurred from using more 

neurons than strictly necessary to optimally perform a task, we posit that it may be sufficient 

for a primary sensory area to control highly stereotyped actions so as to efficiently balance 

the trade-off between redundancy of processing, metabolic demands, and reward 

maximization (Bullmore and Sporns, 2012; Namboodiri et al., 2014a, 2014b).

7 Experimental Procedures

7.1 Subjects

Animal subjects were wild-type adult male Long-Evans rats with weights between 300–

400g and age between P60–100. All experimental procedures were approved by the 

Institutional Animal Care and Use Committee. The animals were singly-housed in a 

vivarium with a 12 hour light/dark cycle and the experiments were conducted during the day 

(light cycle).
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7.2 Behavioral Task

The behavioral task was a visually-cued timing task as shown in Figure 1A, wherein the 

amount of reward obtained was dependent on the time waited until first lick post visual 

stimulus presentation (Supplemental Experimental Procedures).

7.3 Behavioral analysis

All analysis in this paper was performed by custom-written scripts in MATLAB (The 

Mathworks). In order to parse visually-timed trials from non-visually-timed trials, we first 

removed trials showing outlier wait times (shorter than 300ms or longer than 3000ms). 

Subsequently, the effect of removing individual trials on the R2 of the correlation between 

the delay from nosepoke entry to visual stimulus presentation and the wait time was 

measured (whenever the original correlation was significant). If removal of a given trial 

produced a reduction in correlation that was 1.5 times the interquartile range from the 

median change in correlation, it was deemed to be a non-visually-timed trial (Figure S1). 

For more details, see Supplemental Experimental Procedures.

7.4 Neural recordings

See Supplemental Experimental Procedures for details of neural recording.

7.5 Analysis of neural response

To test whether there were any trial-by-trial correlations between the activity of a single unit 

and the first lick, we tested whether there was a significant change in firing rate locked to 

the first lick in visually-timed trials, separately for left-eye-stimulated and right-eye-

stimulated trials. To this end, we checked whether a linear classifier could decode the firing 

rate change between a 100 ms bin before and after a given latency from the first lick. The 

latencies tested were −300 ms, −250 ms, −200 ms,…, 100 ms, and, 150 ms. We restricted 

the decoder analysis to only the two latencies that led to the maximum and minimum signed 

change in firing rate. Since we were testing only these two bins for significance, we 

corrected for multiple comparisons using Bonferroni correction. Trials with less than 1 Hz 

of firing in a window starting from 200 ms prior to the visual stimulus to 200 ms after the 

first lick were excluded.

Once the latencies with maximum and minimum firing rate changes were identified, units 

that fired less than 1 Hz in both of these bins were excluded from further analysis. Further, 

only trials in which the visual stimulus turned off at least 100 ms prior to each latency were 

included in the analysis for that latency. To test whether an ideal observer can measure the 

change in firing rate at a given latency, we quantified the area under an ROC curve 

(AuROC) formed by the spike count distributions for the 100 ms bins flanking the latency. 

Another possible method was to test whether the peri-stimulus time histogram showed a 

significant increase in firing rate locked to the first lick. In order to test significance, most 

standard methods assume Poisson statistics of firing. However, the units recorded in our task 

often violated this assumption (data not shown). Further, we were interested in quantifying 

whether a downstream decoding area could tell the difference in firing rate so as to instruct 

the action. For this purpose, a linear decoding strategy such as that assumed in ROC analysis 

was deemed more appropriate. Additionally, we were also interested in testing whether the 
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change in firing rate was consistently present across trials. This was implicitly tested by our 

resampling method (explained below) in which we resampled individual trials, as opposed to 

individual spike counts.

Next, we asked two questions (Supplemental Experimental Procedures) to ascertain whether 

there is a firing rate change locked to the action of the first lick (Figure S8D). First, we 

asked whether there was a statistically significant change in firing rate from that expected by 

chance. Second, we asked whether this change could be completely explained by visually-

evoked activity. The latter was required to rule out changes locked to the action that did not 

truly result in or from the action. The significance testing for AuROC was done by the 

percentile method as explained in (Obuchowski and Lieber, 1998).

The next step in the action timing analysis was to determine whether the trial-by-trial 

correlations between the neural activity and the action could be explained by the mere 

presence of the action, or whether it required the trial to actually be timed from the visual 

stimulus. To this end, we tested whether the change in firing rate observed at the given 

latency was present also on non-visually-timed trials and false first licks. This was done by 

conducting a two-sample version of the significance test mentioned above (Obuchowski and 

Lieber, 1998) to generate sampling distributions of AuROCvisually-timed-

AuROCnon-visually-timed and AuROCvisually-timed-AuROCfalsefirstlicks, and determining the 

corresponding p values (labeled p1 and p2). An example is shown in Figure S3. Further, to 

test whether there were any significant trial-by-trial correlations of the activity with non-

visually-timed licks and false first licks, we repeated the same analysis that was performed 

on visually-timed trials, i.e. it was tested whether there was any significant change in firing 

rate at the given latency on non-visually-timed licks (labeled p3) and whether the observed 

firing rate change was explained by the visually-evoked activity (labeled p4). It was also 

tested to see whether there was a significant change in firing rate at the given latency with 

respect to the false first licks (labeled p5). For application of this general procedure and its 

requisite modification for the units recorded early in training as shown in Figure S4, see 

Supplemental Experimental Procedures.

The neural report of time for a unit was defined as the earliest latency at which it contained 

any information about the action (in either left-eye or right-eye visually-timed trials). Based 

on the p values obtained for the five comparisons (p1-p5) mentioned above, the unit was 

subsequently classified as “action timing” or “action feedback”, or as “action timing/

feedback” if this classification could not definitively be made (owing to low number of non-

visually-timed and false first licks). Action timing units were those that showed both p1 and 

p2 lower than 0.05, i.e. visually-timed licks were different from both non-visually-timed and 

false first licks. Action feedback units were those that were not action timing, but rather 

showed a significant change in firing rate locked either to non-visually-timed licks (p3<0.05 

and p4<0.05) or false first licks (p5<0.05). All remaining units were classified as “action 

timing/feedback”.

The trial-by-trial decoding analysis (see Supplemental Experimental Procedures for a full 

description and Figure S5 for a flowchart) was aimed at testing whether it was possible to 

decode the moment of first lick from the firing rate pattern of an individual trial. This is 
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different from the above analysis in that the previous analysis used a linear decoder across 

all trials, whereas the decoder in this analysis worked only on one trial at a time. The 

decoder was a maximum likelihood estimator of the moment of transition in firing rate on 

any given trial (West and Ogden, 1997), with the assumption that the firing rate before and 

after transition are known. The bin size was set to 100 ms. This decoder is trained using 

every other trial to learn the expected firing rates before and after transition. If there was no 

transition predicting the action on a trial-by-trial basis, the decoded moments of transition 

would be uniformly distributed with respect to the action time. Hence, the ability of the 

decoder was measured using the excess kurtosis over a uniform distribution of the 

distribution formed by the decoded moments of transition across all trials. The hypothesis 

testing for the entire population was done using bootstrapping as explained in Figure S5.

7.6 Optogenetics

Animals were injected with either the virus containing the channelrhodopsin (ChR2) 

construct (UPenn Vector Core: AAV9.CAG.ChR2-Venus.W.SV40 (Petreanu et al., 2009)) 

or saline randomly, using sterile surgical procedures (Supplemental Experimental 

Procedures).

After at least a month, animals underwent a second surgery in which optical fibers were 

placed at the surface of the brain bilaterally (1.5mm anterior and 4.2mm lateral to lambda) 

along with goggle posts. In one experimental animal infected with ChR2, custom-built 

bundles of sixteen electrodes were also implanted bilaterally at a depth of 1.0mm at the 

above mentioned coordinates, so as to verify that the optogenetic perturbation indeed 

affected neural activity (Figure S6D–K); Supplemental Experimental Procedures for the 

immunohistochemistry protocol. Prior to optogenetic testing, the dental cement headcap of 

each animal was painted black using nail polish so as to prevent the leakage of laser light 

(Cobolt, Blues 473nm DPSS laser).

For this experiment, the ramping profile of the reward was offset by 500ms (no reward for 

wait times less than 500ms; done to ensure that the bulk of first-licks fell after the laser 

offset), reaching the same maximum reward volume at 1500ms. There was a 50% 

probability that a given trial would result in a laser presentation lasting 200ms (300ms after 

visual stimulus offset). The laser and no-laser trials were computer-generated and randomly 

interleaved throughout a session of 360 trials. Laser was also presented on 50% of the 

NoStim trials to test whether the laser was treated as a visual stimulus, thereby triggering 

licking behavior. In each of the experimental animals (n=3), two sessions each were run at 

laser intensities of 0.21, 0.69 and 1.67 mW/mm2 (measured at the tip of the optical fiber that 

is placed on the surface of the brain), thereby producing 18 data points. In one of the saline 

control animals (n=4), only the highest intensity was used since one implanted optical fiber 

failed prior to testing the lower intensities, and in another, one last session at 0.21 mW/mm2 

could not be performed for the same reason. This resulted in a total of 19 (6+6+2+5) data 

points from the saline group.

We defined the shift statistic as the absolute median percentile shift (see Supplemental 

Experimental Procedures for the rationale), calculated thusly: for the CDF of wait times, for 

each percentile (i.e. 0, 1, 2, …., 99, 100 percentile), the shift in wait times between the 
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“laser” and “no laser” trials was measured. The absolute value of the median of this list of 

one hundred data points (i.e. shifts at each percentile) was defined as the absolute median 

percentile shift (see Figure S6).

There were four different statistical tests performed on this dataset, corresponding to four 

different questions. In all cases, only first licks following the laser offset were analyzed. The 

first question was whether, in an individual session, laser trials had a significant shift in wait 

times. To this end, the observed median percentile shift was compared against that expected 

by chance. The null distribution was created by resampling with replacement from the wait 

time distribution in no-laser trials and measuring the absolute median percentile shift for 

each resampling. This was repeated 2000 times to calculate a two-tailed p value for the 

observed median percentile shift. This resulted in 8 statistically significant shifts in the 

experimental group out of a total of 18 sessions, along with 3 sessions with a p value 

between 0.05 and 0.06. There were no significant shifts (at p>0.05) observed in the 19 

sessions of the control group.

The second test was to determine whether the population of all observed absolute median 

percentile shifts was significantly different from that expected by chance. As our aim was 

only to test whether there was an observed shift for the group as a whole (and not to quantify 

the shift for each individual laser intensity), we pooled the data from all sessions. Since the 

larger the variability in the wait times, the larger the shift expected by chance will be, the 

absolute median percentile shifts were normalized for each animal by dividing it by the 

inter-quartile range of the wait time distribution in no-laser trials. To test whether the 

population of normalized absolute median percentile shifts (n=18) was significantly 

different from that expected by chance, it was compared against the bootstrapped null 

distributions generated from the 18 individual sessions (using the procedure mentioned 

above after normalization) and was significant in all cases (p<0.001, one-tailed). For the 

purpose of Figure 6, the null distribution of one randomly selected session was used.

The above two questions only answer whether the laser presentation led to an observable 

shift in the wait time distribution in experimental animals. However, this observed shift 

could be the result of non-specific effects of laser presentation. To test against this 

possibility, we tested the population of normalized absolute median percentile shifts from 

the experimental animals (infected with ChR2) against the saline-control animals. Since we 

could not assume homoscedascity for these two populations, we performed the Welch’s t 

test for the hypothesis that the shift in the experimental group is larger than the shift in the 

control group.

We also tested whether the significant effect of the laser in the aggregate as shown in Figure 

6E was consistently present in all animals Supplemental Experimental Procedures).

The fourth test was to address whether or not the shift produced by the laser in experimental 

animals was present on both visually-timed and non-visually-timed trials. If so, one could 

argue that the effect is due to a non-specific effect of the laser and is not due to an effect on 

the timing of V1’s responses. Since the statistical power for this test is limited within any 

given session (due to the low number of non-visually-timed trials), we performed it on data 
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pooled across all sessions from all experimental animals. In this dataset, there were about 

twice as many non-visually-timed trials with and without laser as there were any laser trials 

within any typical individual session. Hence, there was enough statistical power to observe a 

real effect. The test performed was similar to that performed in the first test mentioned 

above (but without taking the absolute values for the shift). To make the effect size on 

visually-timed and non-visually-timed trials comparable (due to the drastically different 

number of trials and hence, the expected effect size in each condition), we calculated the z-

score of the normalized median percentile shift with respect to the null distribution (shown 

in Figure 6F).

7.7 Spiking neuronal model

The model (uploaded to ModelDB and available upon request) consisted of three 

populations of spiking neurons forming a network as illustrated in Figure 7A. Two 

populations, labeled E and P, contain excitatory neurons and the other, labeled I, is formed 

by inhibitory neurons. All synaptic weights are denoted by the form Wij, where the indices i 

and j label post- and pre-synaptic populations. The magnitudes of these weights were 

learned as explained previously (Gavornik and Shouval, 2011; Gavornik et al., 2009) so as 

to represent a median interval of one second. Recurrent synaptic connections within E 

(WEE) and P (WPP) populations and projections between these (WPE) had a spatial 

probability of connection that is Gaussian-distributed with a standard deviation equivalent to 

12 neighboring neurons, while connections between excitatory and inhibitory populations 

(WIE, WEI, WIP, WPI) were sparse with a uniform 20% probability of connection.

To see how individual neurons were modeled, and for details of action generation in the 

model, see Supplemental Experimental Procedures.

To simulate the effect of optogenetic activation of neurons, individual neurons received an 

additional excitatory current 400 ms following the visual stimulus onset, lasting for 200ms 

(Supplemental Experimental Procedures). For the simulations in Figure 7C, 9% of the 

excitatory neurons and 20% of the inhibitory neurons were activated for 200 trials (see 

Supplemental Experimental Procedures for details). The activation ratios were 

systematically varied, showing perturbations similar to those observed experimentally 

(Figure S7).

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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HIGHLIGHTS

• V1 responses embody the intervals waited per trial in a visually-cued timing 

task.

• This trial-by-trial representation is absent in non-visually-timed trials.

• Optogenetically perturbing V1 during the timed interval shifts behavioral 

timing.

• A model of a local recurrent network in V1 reproduces and rationalizes our 

findings.
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Figure 1. Visually-cued timing behavior
A & B. Visually-cued timing task, showing that the time waited by an animal from the 

visual stimulus onset until the first lick (“wait time”) determines the reward obtained (see 

Experimental Procedures). C & D. Example performance of animals at early (brown), 

intermediate (orange) and late (cyan) stages of learning, shown using cumulative-

distribution-functions (CDF) (C) and a population plot (D) of asymptotic coefficient of 

variation (CV) with mean wait time (5 animals each). Red dotted line shows optimal 

behavior (see Figure S1). E–G. Raster plots showing relation between delay from nosepoke-

entry (grey) to visual stimulus (green), to the corresponding first licks (black dots), when 

aligned to nosepoke entry (E, G) and visual stimulus (F). Non-visually-timed trials (see text) 

are shown in red. This is the session in which the neuron showed in Figure 3A was recorded.
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Figure 2. Raster plot showing conceptual and observed neural responses
Shown for example neurons that measure the passage of a target interval (A, B, E, F, I, J) 

from a visual stimulus (green) and those that indicate its expiry (C, D, G, H, K, L). The 

target interval measured by intervalkeepers (and thus reflected by decoders) shows trial-by-

trial variability, which is consequently reflected by the action of first lick (pink). The neural 

report of time is defined as the earliest moment when neural activity conveys information 

about the action. The values for “Conceptual” neurons are merely illustrative, whereas those 

for the experimental neurons are quantified using the methods described in Experimental 

Procedures.
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Figure 3. Trial-by-trial correlations reflect timing and not the first lick itself
A & B. Neural activity from example units in Figure 2I, J plotted with respect to the visual 

stimulus on both visually-timed and non-visually-timed trials. The trials are arranged in 

increasing order of wait times and not chronologically. C & D. Activity aligned to first lick, 

showing that trial-by-trial correlations with first licks are absent when they are not timed 

from the visual stimulus (see text).
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Figure 4. Population analysis of single unit data
A. 122 out of 363 units recorded from 5 trained animals show trial-by-trial correlations with 

action and are labeled as “action units” (see Experimental Procedures). B. Of these, 31% can 

be definitively classified as action timing and 6% as action feedback (see text). The others 

are likely action timing units but cannot be definitively classified due to the low number of 

non-visually timed licks performed by trained animals (see text). C. Histogram showing the 

earliest moment at which units contain information about the action. D. 29 out of 77 action 

timing/feedback units show a significant difference in the action response for both eyes 

(orange) (see text). E. Only 2% units show significant correlations with action early in 

training, reflecting the false positive rate of our statistical test.
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Figure 5. The moment of first lick can be decoded on a trial-by-trial basis from “action timing 
units” on visually-timed trials, but not on non-visually-timed trials
A. The three columns illustrate the single-trial decoding method using simulated data from 

two example units (shown in each row), one of which actually contains a transition in firing 

rate that predicts the moment of the action (100 ms prior to the action; “moment of 

transition”), while the other contains no transition in firing rate. The decoder calculates the 

maximum likelihood estimate of transition within an analysis window (Figure S5) for a 

given trial after being trained on the other trials to calculate the expected firing rates before 

(in the mauve bin) and after (in the cyan bin) transition (Figure S5). When there is a real 

transition from which the action time can be decoded, the decoded moments of transition 

across trials form a peaked, non-uniform distribution (example 1), whereas when there is no 

real transition from which the action time can be decoded (null hypothesis), the decoded 

moment of transition forms a uniform distribution within the analysis window. B. The CDF 

of the sampling distribution of Decoding Index (see Experimental Procedures and Figure 

S5) across all “action timing units” for visually-timed and non-visually-timed licks. These 

CDFs show that the action time can be decoded on a trial-by-trial basis on visually-timed 

trials, but not on non-visually-timed trials.
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Figure 6. Optogenetic perturbations of V1 cause a significant shift in wait times
A. Schematic of a trial containing the laser presentation. B. Histology showing expression of 

ChR2 and the placement of optical fiber (cyan). Grey bar indicates the placement of 

electrodes in one animal used to verify the neural perturbation. C & D. Example wait time 

distributions on laser and no-laser trials from an animal infected with ChR2 (C) and another 

infected with saline (D). E. The quantified shift in wait time, the normalized absolute 

median percentile shift (this is not the ratio of shift to the median wait time, see 

Experimental Procedures for definition), for the experimental population shows significant 

differences from both control and chance levels (null). Error bars denote s.e.m. F. The 

pooled shift induced by the laser across all sessions of all experimental animals (infected 

with ChR2) is significant only on visually-timed trials (p=0.009, bootstrapping, two-tailed), 

but not on non-visually-timed trials (p=0.18, bootstrapping, two-tailed) (see Experimental 

Procedures).
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Figure 7. Spiking neuronal model
A. Schematic of the model showing the network architecture (“a” is the subpopulation 

driving the action; see Experimental Procedures). B. Raster plot showing significant trial-by-

trial correlations with action, of example intervalkeeper (E population; p<0.001) and 

decoder (P population; p=0.010) units. Each trial began 500 ms prior to visual stimulation. 

C. The effect of the introduction of a “laser” perturbation in the model is shown using a 

CDF plot and is quantified using its normalized median percentile shift (see Experimental 

Procedures). The resultant significant shift in wait times (p=0.039, bootstrapping) is similar 

to the population data shown in Figure 6D. Error bar is the s.e.m, as obtained using 

bootstrapping. This result holds for a range of parameters in the model (Figure S7H).
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Figure 8. Reward magnitude response observed in V1
A. Example unit showing a response indicating the receipt of reward of a given magnitude 

(larger the wait time, larger the reward obtained). Blue curve shows smoothed spike counts 

(during 200–300ms following first lick and reward; shown by the blue bar) for individual 

trials. B. 23/363 units show reward magnitude coding.
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