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Abstract: Measurements of the orientational freedom with which a single 
molecule may rotate or ‘wobble’ about a fixed axis have provided 
researchers invaluable clues about the underlying behavior of a variety of 
biological systems. In this paper, we propose a measurement and data 
analysis procedure based on a widefield fluorescence microscope image for 
quantitatively distinguishing individual molecules that exhibit varying 
degrees of rotational mobility. Our proposed technique is especially 
applicable to cases in which the molecule undergoes rotational motions on a 
timescale much faster than the framerate of the camera used to record 
fluorescence images. Unlike currently available methods, sophisticated 
hardware for modulating the polarization of light illuminating the sample is 
not required. Additional polarization optics may be inserted in the 
microscope’s imaging pathway to achieve superior measurement precision, 
but are not essential. We present a theoretical analysis, and benchmark our 
technique with numerical simulations using typical experimental parameters 
for single-molecule imaging. 
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1. Introduction 

Ever since the first experimental measurements of single-molecule orientational dynamics 
[1], polarization optics have played a critical role in determining the rotational mobility of the 
fluorescent molecules under observation. A fluorescent molecule may be regarded to leading 
order as an oscillating electric dipole. Hence, the electric field emitted by a molecule has a 
characteristic polarized far field pattern according to the orientation of that molecule’s 
emission dipole moment. Furthermore, the efficiency with which a molecule may be excited 
by a light source will also depend upon the alignment of the polarization of the incident light 
relative to the molecule’s absorption dipole moment. Changes in fluorescence intensity, as a 
function of excitation/emission polarization, may thus be related to the orientational behavior 
of the molecule under observation. A simply measured quantity is the linear dichroism ( LD ) 
of a molecule, which may be computed as: 

 ( ) ( )0 90 0 90/LD I I I I° ° ° °= − +  (1) 

Where 0I °  is the total measured intensity after fluorescence has passed through a polarizer, 

and 90I °  is the emitted intensity measured when using a perpendicularly oriented polarizer. In 

practice, both 0I °  and 90I °  may be acquired simultaneously using a polarizing beamsplitter, 

and two separate photodetectors (or separate regions on a single image sensor). It is useful to 
know the linear dichroism of a molecule, since this quantity tends to approach zero as the 
molecule becomes more mobile. It may thus be used to establish a bound on the range of 
orientations visited by the fluorophore over the integration time of the photodetector. 
Furthermore, by recording multiple LD  measurements of the same molecule [2–6] using 
different excitation polarizations, one may determine the underlying amount of rotational 
freedom with useful precision. For in-depth comparisons of various polarization 
configurations, and their relative precisions given limited signal, see [7,8]. 

In previous work, LD  measurements have played a crucial role in helping researchers 
quantify the mechanical properties of DNA [2,9], and understand the complex mechanisms 
governing the movement of motor proteins [10,11]. However, there are some notable 
limitations to this technique. For example, consider the following (Fig. 1): LD  measurements 
for three different molecules are acquired. The first molecule is rotationally immobile, and 
oriented parallel to the optical axis. The second molecule is oriented perpendicular to the 
optical axis, but is oriented at 45° with respect to the polarizing beamsplitter placed in the 
emission pathway (this molecule is also immobilized). Finally, the third molecule undergoes 
rotation about the optical axis on a timescale faster than the temporal resolution of the 
photodetectors. All three molecules will yield an LD  measurement of zero, even though they 
each exhibit completely different orientational characteristics! In order to break such 
degeneracies, it is often necessary to introduce polarization modulation optics in the 
illumination pathway, and/or repeatedly measure the fluoresence emitted from the same 
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molecule after a different excitation polarization has been applied. However, in widefield 
imaging studies, it may only be feasible to record a single LD  measurement per molecule, 
using a single excitation polarization [12,13]. In this case, the potential to mis-interpret an 
LD  data set is quite real, since a single LD  measurement cannot completely characterize the 
rotational behavior of a molecule. Reliance on LD  data alone may obscure relevant physical 
phenomena or, as we will demonstrate in a numerical experiment, may cause an experimenter 
to form patently incorrect conclusions about a specimen under observation. 

 

Fig. 1. Examples of rotational behavior which yield identical linear dichroism measurements. 
(a) Immobile molecule aligned along the optical axis. Orientation of polarization analyzers 
indicated with respect to microscope focal plane. (b) Immobile molecule aligned in plane of 
coverslip, at 45° angle to each of the polarization analyzers. (c) Molecule rotating about the 
optical axis. 

In order to avoid many of the ambiguities inherent in LD  measurements, many 
researchers have turned to widefield image-based analysis in order to determine the 
orientation of single molecules [14–22]. The combination of image-based analysis with 
polarized detection configurations has been considered in [23]. Using slightly defocused 
images of single dye molecules in order to deduce orientation, researchers have studied the 
stepping behavior of the myosin V motor protein [24], and have gained insight into the optical 
biasing of Brownian rotations when molecules are attached to a thin polymer film [25]. 
Furthermore, defocused imaging has been recently proposed as a means of studying the 
photophysics of chiral molecules [26], and molecules containing multiple chromophores [27]. 
Applications of orientation imaging have assumed that a fluorophore is either fixed in 
orientation, or rotating at a rate far slower than the integration time of the camera. However, 
molecules commonly undergo rotational motions on timescales much faster than the ~ms 
temporal resolution of state-of-the-art image sensors. We address this apparent shortcoming 
by proposing a method to determine the amount of wobble that a molecule undergoes, in 
addition to that molecule’s mean orientation, using just one camera frame. Unlike alternative 
image-based approaches for determining rotational mobility [28], ours does not rely upon any 
specific rotational diffusion model, nor does it require a large library of ‘training’ single-
molecule images of known orientations/mobilities. 

This paper is organized as follows: In section 2, we describe our theoretical framework for 
simulating and characterizing single-molecule widefield fluorescence images arising from 
molecules of different orientations and rotational mobilities. In section 3, we perform a series 
of numerical experiments designed to showcase the method’s capacity to finely differentiate 
molecules exhibiting varying amounts of rotational freedom. We demonstrate that linear 
dichroism measurements would not provide sufficient information to distinguish such 
behavior. Furthermore, we examine how our method performs in moderate to low signal-to-
noise imaging conditions, and suggest various means of optimizing our method, given a 
limited photon budget. Finally, in section 4 we discuss the practical hurdles that must be 
overcome in order to make our proposed method experimentally realizable. 
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2. Theoretical framework 

In this section, we describe a simple, accurate and computationally efficient method for 
calculating the image of single-molecule fluorescence formed on a typical camera array 
detector such as an electron-multiplication charge coupled device (EMCCD) or a sCMOS 
detector. Our method can be applied to simulate images of both rotationally mobile and 
immobile molecules. In the first part of this section, we show how any single-molecule image 
can be fully characterized using a 3-by-3 symmetric, positive-semidefinite matrix, which we 
term M . The relative magnitudes of the eigenvalues, { }1 2 3, ,λ λ λ , of this matrix may be used 

to quantify the mobility of any given molecule under observation. As an application of the 
M  matrix approach, we show how this formulation may be related to a more commonly 
employed, but less general, ‘constrained rotation within a cone’ model of molecular 
orientational dynamics. In the latter half of this section, we address to the problem of 
precisely determining the entries of the M  matrix (a necessary precursor to calculating the 
eigenvalues!). Importantly, M  may be inferred simply by solving a matrix pseudo-inversion 
problem of modest dimensions. This computational technique for determining M  will be 
indispensable to the later sections of this paper, in which we extract rotational mobility 
measurements from single noisy images of molecules. 

2.1 The M  matrix formulation for characterizing images of rotating molecules 

High numerical aperture ( NA ) imaging apparatuses based on oil-immerison or other 
immersion microscope objectives require special modeling considerations, in order to 
properly account for all of the optical effects that will influence the final intensity distribution 
recorded on a detector [29]. Furthermore, electric dipoles (and therefore fluorescent 
molecules) are highly anisotropic, emitting a far-field intensity distribution resembling that of 
an expanding torus [30] aligned perpendicular to the emission dipole moment of a given 
molecule. After propagation through a microscope composed of an objective/ tube lens pair, 
the electric field present at an image sensor can be calculated as follows: 

 
( )
( )

( ) ( ) ( )
( ) ( ) ( )

( )
yx z

yx z

ximg
x x xx

yimg
y y y y

z

E E EE

E E E E

μμ μ

μμ μ

μ
μ
μ

      = =           

r r rr
G r μ

r r r r
 (2) 

In Eq. (2), ( ),
img
x yE r  are the x/y polarized electric fields present at a given point, r , in the 

microscope’s image plane. ( ), ,

,
x y z

x yEμ r  are the x/y polarized electric fields associated with an 

immobile dipole oriented along the x, y or z axis of the optical system (see Fig. 2(a)). 
Subscripts denote the polarization of the field, and superscripts denote the orientation of the 
dipole. This equation simply states that the field for an arbitrary dipole drection is a 
superposition of three effective dipoles corresponding to the three Carteisan projections of the 
dipole moment. Collectively, these fields may be assembled into a 2-by-3 matrix ( ) G r . The 

vector μ  specifies the orientation of the emission dipole moment of a single molecule at a 

given instant in time as a point on a sphere. The amplitude, A, of the dipole moment can be 
calculated from μ  as: 

  x y zA μ μ μ= = + +μ  (3) 

Alternatively, one may parameterize the instantaneous orientation of a molecule by the 
azimuthal and polar inclination, { }Φ,Θ , of the dipole moment with respect to the imaging 

system’s coordinate frame (Fig. 2(a)): 
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( ) ( )
( ) ( )

( )
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sin Θ sin Φ
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 =  
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 (4) 

In order to calculate the electric fields ( ), ,

,
x y z

x yEμ r , one must, in general, rigorously model all 

components of the optical system, as well as any inhomogeneities within the sample itself 
(such as refractive index variations) [31–33]. Furthermore, the electric fields present at the 
image sensor will vary as a function of microscope defocus d, the distance between the 
objective lens focal plane and the single molecule being imaged (Fig. 2(b)). In this paper, we 
assume isotropic media, and calculate the electric fields using the procedure detailed in [22]. 
For completeness, we briefly summarize how the image plane electric fields are computed in 
the appendix of this paper. Finally, it ought to be noted that we have neglected to calculate the 
z-polarized portion of the electric field incident upon the microscope image plane. While a z-
polarized field does exist, it is generally many orders of magnitude smaller than the x/y 
polarized electric fields, and need not be included in our analysis. Equipped with Eq. (2), the 
intensity, ( )U r , present at the image plane (at a single instant in time) may be calculated as: 
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Rotation of the emission dipole moment is modeled as follows: If the molecule undergoes a 
total of N  absorption-emission cycles over the integration period of the image sensor, T , we 
simply replace the outer-product enclosed in parentheses in Eq. (5) with the summation: 

 
1

T1
xx xy xz N

xy yy yz n n
n

xz yz zz

M M M

M M M
N

M M M =

 
 = = 
  

M μ μ  (6) 

Where nμ  denotes the orientation of the emission dipole at the time of the n ’th emission 

event. Note that up to this point we have made no assumptions regarding the rotational 
behavior of the molecule, or the polarization of excitation illumination. Such modeling 
considerations must eventually be taken into account in order to prescribe the relative 
frequencies of various nμ . (In part b of this section, we will adopt a simplified ‘rotation 

within a cone’ model for this purpose.) However, key insights may be achieved before 
restricting our analysis. Substituting Eq. (6) into Eq. (5), the time-integrated image associated 
with a rotating molecule is: 

 ( ) ( )( ) ( )( ) ( )( )
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 (7) 

Equation (7) is completely general. No matter how erratically a molecule behaves over the 
camera integration time, the final image visible on the detector can be calculated from the 
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matrix M . From Eq. (6), M  is the summation of the outer-products of 3-dimensional 
vectors nμ . Therefore, M  must have an eigen-decomposition: 

 
3

T

1
j j j

j

λ
=

=M v v  (8) 

Where the 0jλ ≥  are the eigenvalues of M , indexed from largest to smallest in magnitude. 

The jv  are the corresponding eigenvectors. One may interpret the jv  as three, stationary 

dipoles arranged othogonally. The square roots of the jλ  are then understood to be the 

corresponding amplitudes of these three dipoles (see Figs. 2(d) and 2(f)). The relative sizes of 
the eigenvalues jλ , yields a useful picture of the rotational mobility of the molecule in 

question. 

 

Fig. 2. Parameterizations of single-molecule orientation and rotational mobility. (a) A 
rotationally fixed single molecule may be modeled as a fixed dipole with polar orientation Θ  
and azimuthal orientation Φ . Alternatively, orientation may be described as a unit vector μ , 

with x, y and z components xμ , yμ  and zμ  respectively. (b) Experimental schematic: A 

single molecule is placed a distance d from the focal plane of the objective, and a single 
widefield image is acquired. (c) Rotation within a cone model: A single molecule undergoes 

constrained rotation about some mean orientation { }0 0Φ Θ, . The molecule may deviate by an 

angle α  from the mean. (d) A molecule rotating in a cone may be alternatively parameterized 
by three orthogonal dipoles. One dipole will have amplitude equal to the square root of the 
largest eigenvalue of the M matrix, as defined in the main text. The other two dipoles will have 
amplitudes equal to the square root of the second largest eigenvalue. (e) In a more general 
case, a single molecule’s rotation may be confined to an elliptical region of the unit 
hemisphere, parameterized by two angles α  and β . (f) For rotation within an elliptic region, 

the equivalent eigenvectors provide three different dipoles, each with a distinct amplitude 
determined from the square roots of the eigenvalues of the M matrix. 
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2.2 Example: Relationship of M  matrix to the ‘rotation within a cone’ model 

We now discuss how one may interpret the magnitudes of the jλ  in order to deduce rotational 

mobility, by showing how a special case of the M  matrix approach is equivalent to the 
widely used ‘rotation within a cone’ model of rotational diffusion [34]. In many specimens of 
biological interest, fluorescent labels are neither entirely immobilized, nor entirely free to 
rotate. A molecule exhibiting some intermediate mobility may be approximated as follows: 
The molecule will have a mean orientation, specified by the angles: { }0 0Φ ,Θ . Furthermore, 

we assume that the molecule may deviate from its mean orientation by an angle α, which 
specifies the half-aperture of a cone, within which the emission dipole is rotationally 
constrained (Fig. 2(c)). How is the M  matrix calculated for this case? We begin by assuming 
that the molecule visits each orientation within its constraint cone with uniform frequency. 
(We have chosen this elementary model in order to streamline the ensuing mathematical 
analysis, however our approach may be readily adopted to incorporate more sophisticated 
treatments of orientational dynamics involving rotational diffusion and fluorescence lifetime 
considerations. The reader is refered to [35].) This assumption permits us to convert the 
summation of Eq. (6) into an averaging over the solid angle circumscribed by α (the red 
region shown in Fig. 2(c)). In this case: 

 ( )T
2 2

sin ' ' '0 0
A

d d
S

π α
θ θ φφ θ= = =′ ′ M VV  (9) 

Where ( )( )2 1 cos  S π α= −  is the area of the solid angle, and: 
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In Eq. (9), we have chosen to work in a rotated coordinate system { }', 'φ θ  (Fig. 2(c)). That is, 

' 0θ =   when the molecule assumes the orientation { }0 0Φ ,Θ . This coordinate transformation 

is effected by the rotation matrix R , and the relationship: 
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 (11) 

Explicitly, a suitable rotation matrix R  can be calculated using the axis/angle method [36]: 

 

xxC c xyC zs xzC ys

xyC zs yyC c yzC xs

xzC ys yzC xs zzC c

+ + + 
 = + + + 
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Where: 
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 (13) 
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Since R  and TR  are constant with respect to the variables of integration, they may be 
placed outside of the integral in Eq. (9). The remaining expression may be integrated 
analytically: 
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R  and TR  do not affect the magnitudes of the eigenvalues, jλ , because they are 

orthonormal. Hence, 
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 (15) 

Figure 3 shows single-molecule images simulated using the M  matrix approach. Five 

molecules are oriented at { }0 0Φ ,4 45Θ5= =  , each exhibiting a different α. As α increases, 

the images become increasingly symmetric. In Fig. 4(a), the eigenvalues jλ  are plotted as a 

function of cone angle α (we assume that 1A = ). Note that two of the eigenvalues, 2λ and 

3λ , are identical, and increase in magnitude with increasing α. The image of a molecule 

rotating within a cone will thus be identical to an image of three super-imposed dipoles—two 
of the dipoles will have equal amplitude, and a third dipole will have a distinct amplitude, 
greater than or equal to that of the other two. When 90α =  , the rotating molecule effectively 
behaves as an isotropic emitter, as all three eigenvalues are identical, (corresponding to three 
dipoles of amplitude 1/3). When 0α =  , We observe that 1 1λ = , the other eigenvalues are 

zero, and the molecule behaves as a rotationally fixed dipole. In the intermediate regime, in 
which α is between 0  and 90 , the cone angle may be inferred simply by using a single 1λ  

measurement to read off α from the red curve in Fig. 4(a). 
How does the above analysis relate to more sophisticated single-molecule rotational 

diffusion models? Our assumption of a uniform emission probability distribution within the 
rotational constraint cone is only completely valid under select circumstances. For example, 
consider the case when the rotational correlation time [37], rτ , of a molecule is much shorter 

that the molecule’s fluorescence lifetime, fτ . That is: 

 r f Tτ τ   (16) 
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In this case, the molecule will have completely explored the constraint cone between the time 
at which it absorbs a photon and when it emits a photon, and the emission probability within 
the constraint cone will therefore be uniform. On the other hand, if r fτ τ> , then the 

polarization of the excitation illumination source relative to the mean orientation of the 
molecule will induce an asymmetric emission probablity distribution within the constraint 
cone [35]. In this situation, the cone angle α cannot be deduced from the eigenvalues of M  
alone. 

 

Fig. 3. Images of single molecules simulated with mean orientation { }0 0Φ Θ,45 45= =  , 

and varying α. For these images, the defocus was set to d = 1.25 μm. All other simulation 
parameters are specified in section 3. 

2.3 Beyond the rotation within a cone model with the M  matrix 

The rotation within a cone model may be augmented to allow for the case in which there are 
three distinct eigenvalues of the M  matrix. Instead of assuming the molecule’s cone of 
rotational constraint is a circular region on a sphere, the dipole motion may instead demark an 
ellipse (Fig. 2(e)) parameterized by two angles, α and β. If we again assume that the 
molecule’s emission probability is uniform throughout this elliptical constraint region, the M  
matrix may be calculated by changing the bounds of integration of Eq. (9): 

 ( )( ) ( )2 2 2 2cos ' sin ' T
2 2

sin ' ' '0 0'

A
d d

S

α φ β φπ
θ θ φφ θ

+

′ ′= = = M VV  (17) 

'S  is the area of the solid angle parameterized by α and β. The integral over 'θ  may be 
evaluated straightforwardly, simplifying Eq. (17) to: 
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In this case, 'S  is computed as: 
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 ( ) ( )( )2 2 2 2 2' 1  cos cos sin0S d
π

α φ β φ φφ= − += ′ ′ ′′  (20) 

From inspection, the eigenvalues of M  are: 

 
2 2 2

1 2 3' ' '

cA aA bA

S S S
λ λ λ= = =  (21) 

The one-dimensional integrals appearing in Eqs. (19) and (20) may be calculated numerically 
using a trapezoidal approximation scheme. In Figs. 4(b) and 4(c), we have calculated the 
three eigenvalues of M  for different α and β. Hence, the image formed from a molecule 
rotating within an elliptic constraint region will be identical to the image formed from three 
super-imposed dipoles, each of distinct amplitude (Fig. 2(f)). 

 

Fig. 4. Analytical calculation of the eigenvalues of the M matrix for different cone angles α 

and β. Note that these parameters do not change as a function of mean orientation, { }0 0Φ Θ, . 

Furthermore, they are not affected by experimental variables such as defocus, emission 
wavelength, or microscope NA. (a)-(c) Eigenvalue calculations, β = α, β = α/2, and β = α/8 
respectively. 

2.4 The basis function formulation: determining the entries of the M  matrix 

Given a single molecule’s corresponding M  matrix, it is straightforward to compute the 
eigenvalues of this matrix, and to deduce the images expected from the molecule. We now 
address the inverse problem of inferring the entries of the M  matrix from raw image data. 
Here we propose a simple approach based on matrix inversion. Carrying out the matrix 
multiplication in Eq. (7), and distributing terms yields the following expression for ( )U r : 
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We define the following six ‘basis functions’: 
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Substituting Eqs. (23) into Eq. (22) allows us to express ( )U r  as an inner product: 

 
( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

xx

yy

zz

xy

xz

yz

M

M

M
U XX YY ZZ XY XZ YZ

M

M

M

XX YY ZZ XY XZ YZ

 
 


=

=


 

    
 
 
 
  

  

r r r r r r r

r r r r 'r r M      

 (24) 

Where M'  is the vector containing the six unique elements of M . Practically, the data set 
acquired by an image sensor is not a continuous function ( )U r , but a set of N discrete pixel 

intensity readings { }1 2 , , NUU U… , which we will denote by the vector U . Such a data set 

may be interpreted as having been generated by the following matrix multiplication: 
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 (25) 

Where the columns of the matrix B  are composed of a discretized sampling of the six basis 
functions { }, , , , ,XX  YY ZZ XY XZ  YZ , evaluated at the N image sensor pixel locations. So 

long as the single-molecule image is sampled over more than six pixels, Eq. (25) defines an 
over-determined linear system, which may be solved by computing the pseudo-inverse of B , 
which we denote +B : 

 ( ) 1T T−+ =B B B B  (26) 

We then recover the entries of M'  by multiplying by the intensity data: 

 +=M' B U  (27) 

Evaluating Eq. (27) is equivalent to solving a linear least squares problem. Once the six 
unique entries of M  are found, analysis of the eigenvalues may proceed as detailed in section 
2.b. Alternatively, the entries of M may be inferred by solving a maximum likelihood 
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estimation problem, subject to Poisson noise statistics, using an approach similar to [18, 20]. 
While maximum likelihood estimation theoretically achieves superior measurement precision, 
the strategy described here is computationally advantageous – maximum likelihood 
estimation requires iteratively optimizing an objective function, while determining M from 
Eq. (27) requires only a single matrix multiplication of modest dimensions. (Strategies for 
handling the more complex MLE problem have been described in detail in [18], and GPUs 
can be leveraged to accelerate image analysis speed [38].) 

We will also consider the effect of polarization optics, aligned along the x/y axes of our 
imaging system. The basis function approach to inferring M'  may be trivially modified. 
Polarized images, ( ),x yU r , and their pixelated counterparts ,x yU , may be simulated by 

ignoring the terms corresponding to y/x polarized light in Eq. (22) respectively. The polarized 

components of the six basis functions, { }, , , , , ,, , , , ,x y x y x y x y x y x yXX YY ZZ XY XZ YZ , may be 

found in similar fashion. Assuming that both the x and y polarized images are recorded on 
different image sensors (or different regions of the same image sensor), the system of 
equations that is solved in order to determine M'  may be augmented: 
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Where M' is found by computing the pseudo-inverse of polB . In Fig. 5, representative basis 

functions have been generated using various amounts of objective lens defocus d (see the next 
section for the other simulation parameters, which were held constant throughout this paper). 
The six basis functions used to generate unpolarized images are shown alongside their 
polarized components. Note that as defocus increases, the basis functions become more 
diffuse, inhabiting a larger region of the image sensor. As will be shown in the next section, 
this effect will have different consequences, depending upon the signal and background 
levels. 
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Fig. 5. The image of any single molecule, fixed or rotationally mobile, may be decomposed 
into a linear combination of six basis functions. These six basis functions have been calculated 
at three representative defocus depths, given the simulation parameters presented in the main 
text. The x/y polarized components of these basis functions are also shown with x/y 
superscripts. Units of intensity are scaled such that the brightest pixel for a dipole parallel to 
the focal plane at 0.55 μm defocus has a magnitude of 1. 

3. Numerical experiments 

In this section, we demonstate the efficacy of our proposed method using simulated data sets 
of single-molecule images. In the first trial, we simulate rotationally fixed molecules, while 
varying the microscope defocus distance, d. We determine the optimal defocus for various 
signal and background levels by measuring the orientation of each simulated molecule, and 
comparing our measurement to the molecule’s true orientation. Using a value of d that 
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minimized mean angular measurement error for fixed molecules, we performed two 
additional numerical experiments using rotationally mobile molecules: First, we demonstrate 
that quantitative cone angle (α) measurements may be acquired even when signal is modest. 
Then, we show that two distinct populations of molecules may be differentiated by their 
rotational mobility. All simulations presented in this section were coded using the MATLAB 
programming language. 

For all numerical trials, we assumed the experimental apparatus depicted in Fig. 6, which 
simultaneously records two orthogonally polarized images. Alternatively, a single 
unpolarized image may be captured by removing the polarizing beamsplitter and one of the 
image sensors. We simulated an objective lens with 100×  magnification and a numerical 
aperture of 1.40. Molecules were embedded in a medium identical to that of the objective’s 
immersion oil, of refractive index n = 1.518. The emission wavelength of the molecules was λ 
= 600 nm. We assumed an effective pixel size of 160 nm for our image sensor (which 
corresponds to the 16 μm pixel size of an Andor iXon Ultra 897 EMCCD detector, after 
100×  magnification). Images were simulated on a 33-by-33 pixel grid, assuming that the 
molecule was located at the midpoint of the central pixel. In order to model the effects of 
photon shot noise upon our measurements, we first normalized simulated (noiseless) images 
to a desired number of total signal photons, then added a specified amount of uniform 
background to each pixel. For each pixel, as our ‘measured’ number of photons detected, we 
drew a Poisson distributed random variable with mean equal to the calculated (noiseless) 

photon count. Specifically, the shot noise corrupted data at a given pixel jU  is determined as: 

 { }j jU ois U b= +   (29) 

Where { }ois  denotes a random variable drawn from a Poisson distribution, with mean in 

brackets. In practice, the noise statistics of an EMCCD detector are a much more complicated 
function of signal photons, readout noise, and electron-multiplication gain [39]. However, the 
raw data from an EMCCD can be appropriately scaled such that a distribution is observed that 
can be closely approximated as Poisson [40]. Hence, we adopt this simplified model, and 
neglect other noise sources. 

An additional modeling consideration arises due to the fact that the objective’s collection 
efficiency is a function of a molecule’s orientation. In isotropic media, far fewer photons will 
be collected for a molecule with an emission dipole moment parallel to the optical axis, than 
for a molecule oriented perpendicular to the optical axis (parallel to the plane of the 
coverslip), even if the two molecules emit the same total number of photons. This feature 
arises due to the fact that the objective collects only a cone of light, defined by the numerical 
aperture, emmanating from a given molecule [41]. In order to properly account for this effect, 
the basis components used to simulate (noiseless) single-molecule images must be properly 
normalized. For example, say a molecule oriented parallel to the coverslip emits a total of P 
photons. Then the normalized basis components will be: 
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The pixels of a noiseless image may thus be calculated from the normalized matrix B̂  as: 
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Normalizing the basis components for polarized images may also be performed simply by 

multiplying each component by a factor of 
1

N

jj
P XX

= . For the remainder of this paper, 

when signal photons are reported, we are referring to the mean signal for a molecule in the 
plane of the coverslip. Hence, the mean signal detected for molecules inclined towards the 
optical axis will be substantially less. For simplicity, we assume that molecules of all 
orientations receive equal excitation intensity. As a final data-processing step, the eigenvalue 
measurements are normalized such that they sum to 1. This normalization is equivalent to 
dividing by a factor of 2A . This permits eigenvalues corresponding to different molecules 
emitting varying numbers of photons to be compared on the same scale. 

 

Fig. 6. Experimental schematic assumed for all numerical experiments. 

3.1 Numerical experiment #1: Determining optimal microscope defocus 

In this experiment, images of 1,000 rotationally immobilized molecules were simulated at 
orientations drawn uniformly at random from a unit hemisphere. That is, a given molecule’s 
orientation was selected by drawing Θ  and Φ  from the following distributions: 

 
{ }

{ }( )1

Φ 2 0,1

Θ cos 0,1

π
−

=
=




 (32) 

Where { }0,1  denotes a random variable drawn from a uniform distribution with support 

[0,1]. The orientation of each molecule was estimated from unpolarized and polarized image 
data as the eigenvector corresponding to the largest eigenvalue of M . Since this simulation 
concerns immobilized molecules, we expect the second and third largest eigenvalues to be 
zero. However, due to Poisson noise, we found these eigenvalues to have magnitudes ~3-7% 
that of the largest eigenvalue. The angular error from the true orientation was calculated as: 

 ( )1 Tcos true estimatederror −= μ μ  (33) 
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Where trueμ  and estimatedμ  are unit vectors corresponding to the true and estimated orientations 

of the emission dipole moment respectively. For a molecule oriented in the plane of the 
coverslip the mean detected signal was 3,000 photons. The simulation was repeated for 
defocus values of d = 0.3-3.0 μm in 50 nm increments. Furthermore, tests were performed 
using a background of b = {0, 5, 10, 15, 20} photons per pixel. Results for polarized and 
unpolarized data are shown in Figs. 7(a) and 7(b). Inspection of these plots reveals that 
polarized detection offers significant advantages, in terms of reducing measurement error for 
a given photon budget. Furthermore, these plots demonstrate the interesting feature that the 
optimal defocus (minimal mean error)is a function of signal and background. When there is 
no background, it is advantageous to defocus as much as possible. In this regime, increased 
defocus produces images that vary strikedly as a function of orientation, aiding image 
analysis and enhancing measurement precision. However, if a moderate to high amount of 
background is present, there is a ‘sweet-spot’ between d = 0.5 μm to d = 0.6 μm, at which the 
measurement error is minimized. When background is no longer negligible, the helpful 
effects of defocus must be balanced with the need to conentrate emitter intensity upon a 
smaller region of the image sensor, in order to maintain a reasonable signal-to-background 
ratio. From inspection of the results in Fig. 7, we choose a defocus of d = 0.55 μm for the 
remainder of our numerical experiments. Note that our chosen defocus parameter is much 
smaller in magnitude than what is generally employed in orientation-imaging applications (d 
~1.0 μm in [16, 24, 25]). Before continuing, it ought to be stressed that the optimal defocus 
can be altered when one adjusts any of the imaging parameters such as emission wavelength, 
objective specifications or detector pixel size. Hence, when applying this technique to a 
different experimental system, it is necessary to re-calculate the plots in Fig. 7 accordingly. 
As an alternative to performing numerical simulations, as we have done here, the tradeoffs 
between defocus and background can be analyzed using Cramer-Rao lower bound 
calculations. The reader is referred to [7, 8, 42]. 

 

Fig. 7. Results of numerical experiment 1. (a) Mean angular error as a function of defocus, d, 
for unpolarized and (b) polarized image data, with varying numbers of background photons per 
pixel. 

3.2 Numerical experiment #2: Measuring the eigenvalues of M in the presence of noise 

To demonstrate that rotational mobility may be ascertained from single-molecule images, we 
simulate a corpus of molecules with cone angle, α, varied in 5° increments. The mean 

orientation, { }Φ ,Θ0 0 , of each molecule was drawn randomly. 100 molecules were simulated 

for each distinct α. The simulation was performed in two different signal regimes: First, we 
used a mean signal for a molecule in the plane of the coverslip of 10,000 photons, and a 
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background of 0 photons. Next, we switched to a mean of 3,000 photons of signal, and 20 
photons of background per pixel. This experiment was repeated for both polarized and 
unpolarized data. Figures 8(a) and 8(b) show the resulting eigenvalue measurements as a 
function of α. For comparison, we overlay the theoretically calculated eigenvalues as blue and 
red curves, as plotted in Fig. 4. We note that the eigenvalues obtained from simulated data 
cluster around the theoretical values, and that both high signal and polarized data contribute 
to increased precision of acquired eigenvalue measurements. To demonstrate the effects of 
noise on the raw data input into our algorithm for determining M  and its eigenvalues, in Fig. 
8(c), we show representative simulated images of single molecules with different α. The cone 
angle α of a given molecule may be inferred from the largest eigenvalue, 1λ , alone (the red 

curve). However, measuring all three eigenvalues provides a much more robust means of 
ascertaining rotational mobility, especially if each eigenvalue has a significantly different 
magnitude—as this would imply that the rotation ‘within a cone’ model of Fig. 2(c) is invalid, 
and the more complex elliptic constraint region (Fig. 2(e)) is in force. 

 

Fig. 8. Results of numerical experiment 2. (a) and (b) Eigenvalue measurements from single-
molecule images for unpolarized data (a) and polarized data (b). Overall standard deviations in 
eigenvalue measurements for each trial are noted on their respective plots. Error bars are σ± . 
(c) Sample raw images of molecules with different α. 
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3.3 Numerical experiment #3: Differentiating sub-populations of molecules by their 
rotational mobility 

Having demonstrated the ability to extract the eigenvalues of the M  matrix for a given 
single-molecule image, we now turn our attention to gauging whether our method can yield 
meaningful insight under realistic experimental conditions. We carried out the following trial: 
3,000 single-molecule images were simulated, using 3,000 photons mean signal for a 
molecule parallel to the coverslip, and 20 photons of background per pixel. Of these 
molecules, 1,500 had a cone angle of α = 55°, and the other 1,500 had a cone angle of α = 
65°. As before, the mean orientation of each molecule was drawn randomly. We computed 
the eigenvalues of the M  matrix using both polarized and unpolarized image data. 
Additonally, in order to benchmark our technique with an established method, we also 
computed the LD associated with each molecule. In our simulation of LD measurements, we 
incorporated the photon shot noise resulting from signal detected from a single molecule. 
However, in order to demonstrate that our image analysis technique outperforms a simple LD 
measurement, even under unfavorable signal-to-noise conditions, we did not include 
background when simulating noisy LD data. In Fig. 9(a), we histogram the LD measurements 
associated with the 3,000 simulated molecules. From the LD data alone, it is difficult to infer 
that two populations of molecules are present: The histogram features a single peak at LD = 0, 
and the broadness of the distribution could potentially be a result of multiple populations of 
molecules with distinct rotational mobilities, a single population of molecules with a low 
rotational mobility, or noise associated with the LD measurements. In order to make any 
conclusions about this sample, more quantitative analysis and potentially a more sophisticated 
experimental setup is required. However, in Figs. 9(b) and 9(c), we histogram the largest 
eigenvalue, 1λ , of the M  matrix associated with each single-molecule image, computed 

using unpolarized and polarized data, respectively. When polarized data (Fig. 9(c)) is 
inspected, a bimodal distribution of 1λ  measurements is clearly present, confirming the 

presence of two populations of molecules with different rotational mobilities. In comparison, 
two peaks in the eigenvalue histogram are not as readily evident when examining the 
unpolarized measurement results (Fig. 9(b)). This difference underscores the improved 
measurement capabilites of a polarized detection system. To better quantify the performance 
enhancement gained by acquiring polarized images, we fit Gaussian distributions (overlaid on 
Figs. 9(b) and 9(c)) to the 1,500 eigenvalue measurements taken for the set of molecules that 
had α = 55° (red curves) and α = 65° (green curves), using both the polarized and unpolarized 
results. While the means, η, of the Gaussians corresponding to different α are nearly identical 
when considering either polarized or unpolarized data, the standard deviations, σ, of the 
measurements differ. In the unpolarized case, the standard deviations in eigenvalue 
measurements are ± 0.061 while for polarized data, the standard deviations are ± 0.042. 
Practically, if one were to infer cone angle by consulting the red curve in Fig. 4(a), such 
precision in eigenvalue measurement would imply a precision of ± 6.3° (unpolarized data) or 
± 4.3° (polarized data) in measurement of α. Thus when it is necessary to make fine 
distinctions in the rotational mobilities of different molecules, polarized detection is 
preferred. 
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Fig. 9. Results of numerical experiment 3. (a) Linear dichroism histogram. From this data 
alone, the presence of two distinct populations of molecules is not clearly evident. (b) 
Histogram of largest eigenvalues measured for each single-molecule image using unpolarized 
data. (c) Histogram of largest eigenvalues measured for each single-molecule image using 
polarized data. 

4. Discussion 

We conclude by remarking on some of the challenges that, although out of the scope of this 
current work, will need to be addressed in order to realize the M matrix method in actual 
experiments. 

• Localization of molecules: 

In our current simulation framework, we have assumed that our simulated data are 
precisely aligned with the basis functions used to infer the M  matrix. In experiment, 
however, we do not know the lateral (x-y) position of a given molecule with respect 
to the grid of image-sensor pixels, nor do we know the precise defocus of the 
molecule. In practice, each of these quantities will have to be estimated as a pre-
processing step, then an appropriate set of basis functions generated accordingly. As 
has been shown in previous work [17–19,21], accurate methods for localizing 
molecules in three dimensions are feasible, even when orientational effects are 
prominent. Alternatively, one could envision employing maximum likelihood 
estimation or an expectation-maximization framework [43] to iteratively estimate 
both the position and the M  matrix from a single-molecule image. 

• Optical Aberrations: 

The accuracy of the method hinges upon the ability to determine the true basis 
functions that are superimposed to form single-molecule images. In our current 
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simulations, we have employed an idealized model for our objective lens, and 
assumed that there are no aberrations present in our system. In practice, the sample 
under investigation and the components in the imaging pathway of the microscope 
will introduce aberrations in the acquired single-molecule images. In order to avoid 
incurring systematic measurement errors as a result of these aberrations, the 
simulations used to generate accurate basis functions must be augmented to 
incorporate any aberrations that may have some impact on experimentally measured 
images [44–46]. A spatial-light modulator or deformable mirror could additionally 
be used to mitigate aberrations that may cause discrepancies between theoretical 
basis function calculations and experiment [47]. 

Notwithstanding the points noted above, the proposed method provides new insight into 
the orientational mobility of a molecule from a single image. It removes many of the 
ambiguities that arise when using more conventional linear dichroism (or bulk polarization 
anisotropy) measurements to ascertain the orientational dynamics of individual fluorescent 
molecules. As evidenced by our simulations, it is possible to acquire meaningful rotational 
mobility data when signal and background are at levels typical of single-molecule imaging 
experiments (3,000 photons signal, 20 photons per pixel of background). Our method may be 
applied to unpolarized data sets, however polarized detection enhances measurement 
precision. Future work will explore further augmentations to the optical system that will make 
our method feasible under circumstances when signal is severely limited, and when 
aberrations/localization uncertainty may be present. 

5. Appendix 

In this section, we summarize how we determine the electric fields present at the image plane 
of a microscope for a rotationally fixed molecule. This calculation serves as a major building 
block for simulating the image of a molecule undergoing constrained rotation. The first step is 

to analytically evaluate the electric fields, ( ), ,

,
x y z

x y

μξ ρ , present at the microscope’s back focal 

plane [48,49]: 
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 (34) 

In Eqs. (34), the polar coordinates [ ) [ ){ }1: 0, / , 0, 2NA nρ φ π= ∈ ∈ρ  specify a point in space 

within the plane located one focal length behind the microscope’s objective lens. These 
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formulas are used to calculate electric fields within the circular pupil specified by 1NA nρ < , 

Where NA  is the numerical aperture of the objective, and 1n  is the refractive index of the 

objective’s immersion medium. Outside of this circle, the electric fields are zero. 
Furthermore, the fluorescence wavelength is λ , the wavenumber is 2k π λ= , the defocus 

distance of the emitter from the (front) focal plane is d (where d < 0 specifies an emitter 
between the objective lens and its focal plane), and the refractive index of the medium 
surrounding the image sensor is 0n  (usually it is assumed that 0 1n = ). To calculate the image 

plane electric fields ( ), ,

,
x y z

x yEμ r , the Fourier transforms of the back focal plane fields are 

calculated numerically, which can be performed efficiently using the fast Fourier transform 
algorithm: 

 ( ) ( ){ }, , , ,

, ,
x y z x y z

x y x yEμ μξ= ℑr ρ  (35) 

In Eq. (35), { }ℑ  denotes the Fourier transform operation, and [ ) [ ){ }: 0, , 0, 2r ϕ π= ∈ ∞ ∈r  

specifies a point on the image plane. When numerically simulating single-molecule images 
using Eqs. (34) and (35), the units of length at the image plane will depend upon the density 
of sampling within the back focal plane, and the fluorescence wavelength, λ . For example, 

our simulations evaluate ( ), ,

,
x y z

x y

μξ ρ  on a 512-by-512 grid, with a sample spacing of 

1

1

160 nm n N

λρ
  Δ =   

  
. After applying the fast Fourier transform, the resulting simulated 

images are sampled at Δr = 160 nm. If one were to also account for the magnification 
100M = × , of our optical system, this sampling would correspond to Δr = 160 μm, which 

matches the pixel size of the image sensor referred to in our numerical experiments. 
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