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Ultrafast two-dimensional infrared (2D IR) spectroscopy probes femtosecond to picosecond time
scale dynamics ranging from solvation to protein motions. The frequency-frequency correlation
function (FFCF) is the quantitative measure of the spectral diffusion that reports those dynamics
and, within certain approximations, can be extracted directly from 2D IR line shapes. A variety of
methods have been developed to extract the FFCF from 2D IR spectra, which, in principle, should
give the same FFCF parameters, but the complexity of real experimental systems will affect the results
of these analyses differently. Here, we compare five common analysis methods using both simulated
and experimental 2D IR spectra to understand the effects of apodization, anharmonicity, phasing
errors, and finite signal-to-noise ratios on the results of each of these analyses. Our results show that
although all of the methods can, in principle, yield the FFCF under idealized circumstances, under
more realistic experimental conditions they behave quite differently, and we find that the centerline
slope analysis yields the best compromise between the effects we test and is most robust to the
distortions that they cause. C 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4918350]

I. INTRODUCTION

Two-dimensional infrared (2D IR) spectroscopy is an
established third order, nonlinear spectroscopic technique for
studying structural dynamics in condensed phases.1,2 2D IR
probes the time dependent frequency evolution of an ensemble
of oscillators to report structural dynamics on time scales
ranging from hundreds of femtoseconds to tens of picoseconds.
Because the vibrational energy level spacing of an oscillator
in a molecule depends on interactions with the environment,
time-dependent structural evolution of the environment will
alter the vibrational energy-level spacings of the oscillator,
which is called spectral diffusion. The evolution of the 2D
IR line shape reveals this spectral diffusion. In this way,
2D IR has been applied to study the dynamics of water,3–6

hydrogen bonded complexes,7–13 and biological systems such
as polypeptides,14–18 proteins,19–29 and DNA oligomers.30,31 A
central challenge for this method in all of these applications is
how to accurately obtain the parameters that characterize the
spectral diffusion process.

The frequency-frequency correlation function (FFCF) is a
quantitative representation of the amplitudes and time scales of
the frequency fluctuations of an oscillator. The FFCF is defined
to be the ensemble average of the product of the frequency
fluctuations at time t with those at time zero,

C (t) = ⟨δω (t) δω (0)⟩ , (1)

where δω (t) = ω (t) − ⟨ω⟩. Within the second cumulant
approximation, the FFCF is the central quantity used to calcu-
late the 2D IR spectral lineshape function, making it the link
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between experimental observables, i.e., the 2D IR spectra
and the molecular dynamics of the solvation environment
around an oscillator. Many approaches have been developed
to simplify the extraction of the FFCF from experimental
data,10,32–39 but there is no consensus about which of these
methods is most effective or under what circumstances any
should be preferred over others.

Researchers have exploited many features to describe the
tilt of the diagonally elongated 2D IR lineshape as a function
of waiting time, which reflects frequency correlations that
are related to the magnitude of the FFCF. The nodal slope,
which uses the slope of the nodal contour between the ground-
state bleach and excited-state absorption features in the 2D
IR spectrum as a metric for the FFCF, was among the first
ways of extracting spectral diffusion information from 2D
spectra.10,11,32,39 In 2004, Asbury et al. suggested that the
linewidth for a fixed value of ω3, which they defined as the
dynamical linewidth, is related to the FFCF. In 2006, Lazonder
et al. proposed an analysis of the ellipticity (ELP) of the 2D
lineshape, which is given by a ratio of the sum and difference of
the spectral widths along the diagonal and antidiagonal axes,
to determine the FFCF.33 Roberts et al., in 2006, defined two
new metrics for the FFCF, the inhomogeneity index, which
is the ratio of the difference of the amplitudes of rephas-
ing and nonrephasing spectral features, and the slope of the
phase of complex valued 2D correlation spectrum.34 Their
work also evaluated the accuracy of several metrics for the
FFCF including the peak shift, the phase slope, the ellipticity,
the inhomogeneity index, and the dynamical linewidth, all
of which they show can be formally related to the FFCF
within a short-time approximation. Their analysis compared
the loss of frequency correlations reported by each of these
methods to a model FFCF used to simulate the 2D spectra
assuming finite laser pulse duration and without making the
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short-time approximation. They conclude that all of these
methods exhibit some deviations from the actual correlation
function for simulated spectra. The dynamical lineshape, in
particular, exhibited decays that were too rapid regardless of
the form of the correlation function, and was the poorest metric
for the model FFCF. Among the other methods that they tested,
the deviations from the model FFCF varied depending on the
form of the FFCF chosen. Nevertheless, all of these showed
good qualitative agreement with the model FFCF and, most
importantly, exhibited decays on timescales consistent with
the model function. Although all of these methods showed
consistency with the model FFCF, their ease of implementation
with experimental data differs, and, of these methods, only the
ellipticity has seen widespread applications.

More recently, the Fayer group introduced two closely
related approaches for extracting the FFCF from 2D IR line-
shapes, the inverse centerline slope (IvCLS) and the centerline
slope (CLS) methods. They first developed the inverse center-
line slope,35 in which a line is constructed by finding the loca-
tion of the peak maximum (or minimum depending on whether
reporting in absorbance or transmittance) in ω1 for slices of
the 2D spectrum at fixed values of ω3. The inverse centerline
slope is the reciprocal of the slope of the line so constructed.
Not only they do show that this method accurately reproduces
the model FFCF in simulated data but also demonstrate that
it is robust against Fourier filtering methods or apodization.
Subsequently, they presented the centerline slope method,36

which is an improvement on the previously described method
that exchanges the roles of the two axes. This development was
motivated by the fact that the inverse centerline slope can be
affected by interference between the ground-state bleaching
and excited-state absorption signals when the anharmonicity
is small, and the centerline slope method overcomes this prob-
lem. Recent works from Neil Hunt and coworkers have applied
a 2D Gaussian fit to the 0-1 transition peak and used the 2D
correlation coefficient to report the FFCF.37 This approach
builds on earlier methods that employed Gaussian and short-
time approximations as they all start from a 2D Gaussian
lineshape. In this approach, a 2D fit to that lineshape directly
yields a correlation parameter that is proportional to the FFCF.

The goal of this paper is to test the robustness of methods
for extracting the FFCF from experimentally measured 2D
IR spectra. We have chosen to test only the most commonly
used analysis methods and those with established robustness
to key experimental distortions. Specifically, we compare the
CLS, the IvCLS, the ELP, the nodal line slope (NLS), and
the 2D Gaussian correlation (2DGC) methods to assess their
robustness against some common factors encountered in real
experiments—apodization, anharmonicity, and finite signal-
to-noise ratio (S/N).

Apodization or windowing is a necessary consequence of
discrete sampling and is implicitly or explicitly a part of all
experimental spectral measurements. A time/frequency axis
is necessarily windowed both by a finite measurement length
and data interval and either an implicit or explicit windowing
function. In 2D IR, specifically, the most commonly employed
experimental approaches measure the ω3 axis in the frequency
domain using a spectrometer, which implicitly apodizes the
ω3 axis with a square windowing function. In contrast, the ω1

axis is measured as an interferogram in the time domain. The
length of time over which this measurement is made is the
apodization time, and the interferogram is typically multiplied
by a simple windowing function to take the data smoothly to
zero before Fourier transformation into the frequency domain.
In some cases, it can be advantageous to reduce the apodization
time as the choice of apodization time determines the time it
takes to collect a spectrum. For rapid data acquisition or in
the case of samples where the signals are weak and significant
data averaging may be required, choosing a shorter apodization
time can greatly decrease the measurement time. The choices
of apodization time and function, however, will impact the
spectral lineshape in the frequency domain. We address the
question of the extent to which the apodization time and func-
tion affect the extraction of the FFCF using the aforementioned
methods.

Anharmonicity is another characteristic that varies from
system to system and can affect the ability of a particular
analysis method to retrieve the FFCF accurately. If the anhar-
monicity is small relative to the width of the 2D lineshapes
for the 0-1 and 1-2 transitions, then these oppositely signed
spectral features will interfere. This interference can distort
the 2D IR lineshape and influence the ways that some of the
analysis methods are able to extract information about the
frequency correlations. As noted already, Kwak et al. demon-
strated that the IvCLS method exhibits significant deviations
from the known FFCF for simulated data in which the an-
harmonicity is too small.36 In contrast, if the anharmonicity
is large compared to the linewidth, then the peaks will be
well separated. Although, for most methods, this separation
is expected to be advantageous as it minimizes distortions of
the lineshape, it may well have a deleterious effect on the
NLS method because the node will be located in the empty
spectral region between the peaks where noise dominates and
can significantly alter the shape of the nodal contour.

Although the developments of pulse shaping technol-
ogies40 and methods to measure and correct the phase differ-
ence between pulses in four-wave mixing experiments41 have
provided the means to essentially eliminate phasing errors in
2D IR spectra, research groups have been slow to adopt these
methods, and many groups still correct the phasing errors using
the projection-slice theorem in post processing. As a result,
small phasing errors can still remain in the data resulting from
the relative insensitivity of the pump-probe projection to small
phasing errors and the weakness of the pump-probe spectrum
in an apparatus designed to measure four-wave mixing spectra.
These small phasing errors appear as an error in the value
of the zero delay time either for the time delay between the
first two pulses or the time delay between the third pulse
and the local oscillator. This introduces a group delay error,
which corresponds to a frequency dependent phase shift that
introduces a small dispersive contribution to what is normally
a purely absorptive correlation spectrum. We show that the
resulting phase twist will distort the lineshape and affect the
analysis of the lineshape to extract the correlation decay.

Finally, every experimental measurement will be limited
by the finite signal-to-noise ratio of the data. Previous studies
comparing the accuracy of the various methods for extract-
ing the FFCF from the 2D IR data have all done so in the
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context of simulated 2D IR spectra with essentially infinite
S/N. These studies focused on the question of which method
was most accurate. In this study, we address the more prac-
tical consideration of which method will be the most robust
in the face of realistic noise on the experimentally measured
data. Particularly in the case of biological samples, where the
concentration of the analyte is limited, the S/N levels can be
quite modest making the choice of analysis method potentially
critical to the success or failure of the experiment. We show
that, indeed, there are considerable differences in the ability of
each of the studied methods to extract the correlation informa-
tion when the S/N ratio becomes poor, and that, ultimately, the
CLS method offers the best compromise of the impacts of the
studied effects.

II. METHODS

A. Data simulation

We follow the derivations of a three level system of an-
harmonic oscillators described in Ref. 1. Briefly, we assume a
simple Kubo model for the FFCF,

C (t) = ∆2
1 + ∆

2
2e−t/τ2, (2)

where the∆’s represent the magnitudes of the frequency fluctu-
ations of the oscillator being probed and τ2 reports the spectral
diffusion time scale. This correlation function gives a lineshape
function, g(t), of the form,1,42

g (t) = ∆2
1
t2

2
+ ∆2

2τ
2
2

(
e−

t
τ2 +

t
τ2
− 1

)
. (3)

We can write the form of the rephasing and nonrephasing
response functions as Rr and Rnr , respectively. These response
functions account for the population lifetime, T1, in addition to
the aforementioned lineshape function, g(t), and are written as

Rr = exp (−i × ω0 × (−t1 + t3))
× exp (−g (t1) + g (T) − g (t3) − g (t1 + T)
− g (T + t3) + g (t1 + T + t3))

×
(
2 exp

(
− (t3 + 2T + t1)

2T1

)
− 2 exp

(
− (3t3 + 2T + t1)

2T1

)
× exp (−i × A × t3)

)
,

(4)

Rnr = exp (−i × ω0 × (t1 + t3))
× exp (−g (t1) − g (T) − g (t3) + g (t1 + T)
+ g (T + t3) − g (t1 + T + t3))

×
(
2 exp

(
− (t3 + 2T + t1)

2T1

)
− 2 exp

(
− (t3 + 2T + t1)

2T1

)
× exp (−i × A × t3)

)
,

(5)

TABLE I. Parameters used for simulated 2D IR spectra.

∆1 (ps−1) ∆2 (ps−1) τ2 (ps) Tpop (ps) A (cm−1)

0.3 1.4 1.3 1.3 25

where ω0 is the average transition frequency of the oscillators,
A is the anharmonicity, t1 is the time delay between the first two
electric field interactions, t3 is the time after the third electric
field interaction, T is the waiting time between the second
and third electric field interactions, and T1 is the population
lifetime.

Following the equations above, we use the parameters in
Table I to generate the time domain response functions using
MATLAB (R2012a, The Mathworks, Inc.). The parameters
are approximately those for azide in D2O consistent with the
experimental measurements reported by Hamm et al.,9 which
also contained a shorter time scale decay of 80 fs associated
with ∆ = 2.6 ps−1 that we neglect for simplicity and to avoid
having to sample waiting times short enough to resolve this
component of the decay. Thus, we include only the longer
time scale decay of 1.3 ps associated with an amplitude of
∆2 = 1.4 ps−1 and the static off set ∆1 = 0.3 ps−1. Together
these amplitudes correspond to relative amplitudes of 0.96 and
0.04 for the decay and the static components, respectively. The
time domain data, a matrix of intensity for each (t1, t3) pair is
exported for further data manipulation and analysis.

We import the time-domain simulated data, both rephas-
ing and nonrephasing, into IGOR Pro (version 6.36, Wavemet-
rics, Inc.) and multiply each by a windowing function of the
form,

win = cos
( x · π

2l

)
cos

(
y · π
2w

)
, (6)

where l is the number of points for the t1 axis and w for t3. This
cosine windowing function has the effect of smoothly taking
the time domain signal to zero regardless of the length of time
over which we have calculated the response. The windowed
response function is zero-padded and Fourier transformed
to generate the complex-valued, frequency-domain response
functions. Taking the real parts of the complex-valued spectra
and rotating them into the same quadrant in the 2D frequency
space, we sum them together to get the 2D correlation spec-
trum, which is the conventional representation of the 2D IR
spectrum. To address the effects of apodization function, we
also use the following two windowing functions:

win =
(
1 − x

l

)
cos

(
y · π
2w

)
(7)

and

win =
√

2 sin
(

3 · π · x
4l

+
π

4

)
cos

(
y · π
2w

)
, (8)

which we refer to as the triangle and shifted sine-bell functions,
respectively. The triangle windowing function takes the free
induction decay (FID) to zero more rapidly than the cosine
windowing function. In contrast, the shifted sine-bell function
enhances the signal from the middle portion of the FID before
smoothly going to zero, effectively extending the time over
which the FID decays somewhat.
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To study the effect of apodization time, we vary the
maximum value of t1, the first coherence time, when generating
the time domain data. Experimentally, most labs use array
detectors for data collection in the frequency domain, and t3 is
directly apodized and Fourier transformed by the spectrometer
to produce frequency domain data in ω3. In contrast, most
experiments measure the spectral response as a function of
excitation frequency in the time domain meaning that they
must choose an apodization time and an apodization function
just as we have for the simulated data. To be most consis-
tent with the common experimental approach, we leave the
apodization time and windowing function for the detection
frequency, ω3, unchanged, whereas we vary the apodization
time systematically for the excitation frequency by changing
the maximum value of t1 for which we simulate the data and
windowing according to Eqs. (6)–(8) followed by Fourier
transformation to get the spectral response as a function of
ω1 for each value of ω3. We start with a simulated coherence
time that is typical for such experiments and allows for the
measurement of the interferogram to a point where the signal
has nearly fully decayed, 4 ps. We vary this value to shorter
coherence times to a smallest value of 1 ps, which is much
shorter than the timescale for decay of the interferogram.

To assess the effects of anharmonicity, we change the
magnitude of the anharmonicity parameter, A, from a value that
is small compared to the experimental line width, 5 cm−1, to a
value that is large compared to the line width, 53 cm−1. These
values are consistent with the physically reasonable range
of observable anharmonicities for high frequency molecular
vibrations.

To determine the effects of phasing errors, we multiply the
complex valued response functions for the rephasing and non-
rephasing pathways, after the double Fourier transformation,
by a frequency dependent phase factor of the form,

Phase Error = exp (i · ∆t · 2 · π · c · ω3) , (9)

where ∆t is the phase error and ω3 is the frequency variable
that is the Fourier conjugate of the t3 axis. We choose this
form for the phase error because the error in setting time
zero between the local oscillator and the third pulse in 2D
IR measurements is often the largest source of phase error.
Although phasing errors do not appear in experiments using a
pulse shaper such as in our measurements, they are a poten-
tial source of distortions in four-wave mixing experiments,
which are still quite common. Though we could introduce
such phase errors in a number of forms, this type of phasing
error, i.e., a frequency dependent phase shift arising from a
group delay associated with incorrectly determining the zero
delay between two pulses, illustrates the distortions of phasing
errors adequately to assess the effects of those distortions on
the analysis of 2D IR lineshapes. Because this phasing error
is intended to model a small group delay error in t3, we apply
the same phase error to both the rephasing and nonrephasing
spectra.

B. Experimental methods

The 2D IR pulse-shaping apparatus is similar to that
reported previously.27 Briefly, a commercial Ti: sapphire laser

with a repetition rate of 1 kHz produces pulses of ∼90 fs
duration centered at 800 nm with a per pulse energy of ∼4
mJ. Approximately, 1200 µJ/pulse of the reflected light pumps
a home-built two-pass optical parametric amplifier (OPA)
based on a β-barium borate (BBO) crystal (θ = 27◦, type II).
The energy difference between the signal and idler beams
from the OPA is tunable, and we adjust this difference to the
desired mid-IR frequency, ∼2040 cm−1. Difference frequency
generation (DFG) of the signal and idler in a AgGaS2 crystal
(θ = 50◦, type II) produces ∼5 µJ mid-IR pulses that are
∼120 fs in duration with a full width at half-maximum
(FWHM) of ∼180 cm−1. The pulse-shaper apparatus produces
a 2D IR spectrum in a pump-probe experimental geometry.
The shaped pump beam provides the first two electric-field
interactions, and the probe beam is the last electric-field inter-
action and the local oscillator. We detect the signal using the
CMOS array detector after upconversion of the probe beam
cycling the pulse shaper through a sequence of masks that
vary the relative phases (0,0; 0,π; π,0; π, π) and the time
delays between the two pump pulses from 0 to 4 ps in 24 fs
steps, from which we can reconstruct the time-frequency data.
These data are windowed using the same windowing function
as for the simulated data in Eq. (6) and Fourier transformed
yielding the 2D frequency spectrum for a given waiting time.
A sample containing 50 mM azide in D2O is held between
calcium fluoride windows with a 56 µm spacer for 2D IR
measurements. All chemicals were purchased from Sigma
Aldrich and used without further purification.

C. Line shape analysis

We apply five different methods to analyze the 2D IR line-
shapes. Figure 1 illustrates these analysis methods using the
simulated data with T = 1600 fs. Panel (a) shows the analysis
for the CLS, IvCLS, and NLS. For the CLS, we take slices
through the 2D IR spectra at each value of ω1 and locate the
position of the minimum in ω3, marked as purple dots. The
resulting sequence of points is the centerline, and we fit the
centerline with a linear function over a small range around
the peak center from 2043 to 2048 cm−1 inω1, which is marked
by a solid white line. The slope from this linear fit is the
CLS and is recorded for each waiting time T. Similarly for
the IvCLS, we take slices at each value of ω3 and locate the
position of the minimum in ω1, marked as blue dots. The
resulting sequence of points forms a different centerline from
that of the CLS method, and we fit this centerline with a linear
function on a small range around the peak center from 2043 to
2048 cm−1 in ω3, which is again highlighted as a solid white
line. In this case, the inverse of the slope from this linear fit is
the IvCLS and is recorded for each waiting time T. To get the
nodal line, we find the node, or zero value, for each ω1 slice
by finding the minimum and maximum as a function of ω3 for
each value of ω1. We then fit the data between the maximum
and minimum as a function of ω3 to a sinusoid and find the
root of this sinusoid using the built-in FindRoots function in
IGOR Pro, which uses Brent’s method to find the root for each
slice. The resulting sequence of zero-crossing values for each
ω1 slice is the nodal line, shown as red dots in Figure 1(a). We fit
the nodal line to a linear function over a small frequency range



212427-5 Guo et al. J. Chem. Phys. 142, 212427 (2015)

FIG. 1. Illustration of the methods for extracting the FFCF from simulated data with T= 1600 fs. (a) The purple, blue, and red dots represent the centerline,
inverse centerline, and nodal line, respectively, and the white solid lines are the corresponding linear fits. (b) The 2D Gaussian fit (solid blue lines) to the 0-1 peak.
(c) The diagonal (red dots) and anti-diagonal (blue dots) slices from the 2D spectrum (inset) are shown as data points and the solid lines are the corresponding
Gaussian fits.

from 2043 to 2048 cm−1 inω1, which is shown as a solid white
line, and the slope (NLS) is recorded for each waiting time.

For each of the above methods, CLS, IvCLS, and NLS,
we apply a linear fit to determine the relevant correlation
parameter. In each case, we use a narrow range, ∼5 cm−1,
around the center of the transition. The choice of the range
over which we make these linear fits can potentially impact
the results of the analysis. In the case of the simulated data,
this effect is very minor as the centerlines and nodal line are
all well modeled by a linear function in the vicinity of the peak
maximum. Thus, varying the exact width or location of the fit
region has little effect on the slopes that result from the fits with
the exception of the effects on the NLS and IvCLS methods due
to large and small anharmonicities, respectively, as described
in detail later. For the experimental data, the choice of fit region
is more sensitive. If the fit region is too small, i.e., less than
3-5 data points, then the inherent noise in experimental data
can make the slope an unstable parameter from the fit. If the fit
region becomes too large, i.e., when the fit region approaches
the edges of the lineshape where noise or interference with the
1-2 transition can distort the lineshape, then the distortions
from the edge of the lineshape can affect the quality of the
fit. Thus, as a general rule, the fitting region should not extend
beyond the FWHM of the diagonal slice of the spectral feature.
Within these bounds, the results of the analysis methods that
depend on a linear fit to a characteristic feature of the spectrum
are robust to minor variations of the width or position. The
exception to these guidelines is when the lineshape is curved
giving rise to nonlinear behavior for the centerlines or nodal
line. In this situation, there is no entirely objective and reliable
way to determine how to make a linear fit to the nonlinear
functions.

Figure 1(b) shows the 2D Gaussian fit (purple contours) of
the 0-1 transition in the simulated data for T = 1600 fs. We do
the fitting in IGOR Pro using the built-in 2D Gaussian fitting
routine, which has the functional form,

Amp = z0 + a exp


−1
2 (1 − corr2)

*
,

(
x − x0

σx

)2

+

(
y − y0

σy

)2

− 2 · corr · (x − x0) (y − y0)
σx · σy

+
-


, (10)

where a is the amplitude; z0 is the baseline offset; x0 and y0
are the center frequency positions in ω1 and ω3, respectively;
σx and σy are the variances that determine the widths of
the peak in ω1 and ω3, respectively; and corr is the 2DGC
coefficient, which is proportional to the value of the FFCF.

To determine the ELP, we first identify the position of
the peak center, and from this position, we extract the di-
agonal slice where (ω1, ω3) pairs obey the relationship
ω3 = (ω1 − x0) + y0. Similarly, we also construct an anti-
diagonal slice where all (ω1, ω3) pairs obey the relationship
ω3 = −(ω1 − x0) + y0. Depending on the sampling interval of
the frequency-domain data, it is possible that no data points
exist on the diagonal or anti-diagonal slices, so we interpolate
the data matrix in the frequency domain to an evenly spaced
grid of points with a point spacing of 0.17 cm−1. Figure 1(c)
shows the diagonal (red points) and antidiagonal (blue points)
slices from the simulated data for T = 1600 fs. We calculate
the ELP according to the expression,

ELP =
a2 − b2

a2 + b2 , (11)

where a and b are, respectively, the diagonal and antidiagonal
linewidths, σ, that come from fitting the diagonal and antidi-
agonal slices to Gaussian lineshapes (solid lines).

All of the results of these analysis methods, CLS, IvCLS,
NLS, ELP, and 2DGC, are plotted versus the waiting time
and can be fit to an analytical expression, typically a sum
of exponentials, that is proportional to the full FFCF. To get
the FFCF, the amplitude of the function, corresponding to the
magnitude of all of the frequency fluctuations, can be obtained
through a fit to the FTIR spectrum or a 2D IR spectrum based
on the parameters, i.e., relative amplitudes and timescales, of
the analytical fitting expression.35,36

III. RESULTS AND DISCUSSION

A. Apodization effects

As described above, based on the parameters in Table I,
we simulate data and analyze it with different apodization
times decreasing from 4 ps to 3 ps, 2 ps, 1.5 ps, and 1 ps and
different apodization functions, cosine, triangle, and shifted
cosine. For each of the different apodization times, we window
the data using the apodization function in Eq. (6), and we



212427-6 Guo et al. J. Chem. Phys. 142, 212427 (2015)

FIG. 2. Apodization effects on (a) CLS, (b) IvCLS, and (c) 2DGC methods.
The inset shows the FID as a function of t1 and the windowing functions
for the different apodization functions and times. For each analysis method,
markers represent the data points and lines are the single exponential fits
to those points. ELP and NLS methods behave similarly to CLS and are
presented in the supplementary material.44

zero pad the windowed data to a total of 1024 points in the
time domain before Fourier transformation to the frequency
domain. Because we zero pad all of the data to the same total
number of points, the point spacing in the frequency domain
will be the same, but the information content of the apodized
data sets will decrease as the apodization time decreases re-
flecting the truncation of the signal. We then apply all five of
the analysis methods described above to each of these data sets.
Figure 2 shows the results of analysis of the 5 simulated data
sets by CLS (a), IvCLS (b), and 2DGC (c). The points are the
results of the analyses at each of the individual waiting times,
and the solid lines are single exponential fits to these points,

Amplitude = A1e−t/τ + A2, (12)

for which the fitting parameters are summarized in Table II.
The inset in Figure 2(a) illustrates the effect of reducing

the apodization time for the time domain data. The black oscil-
latory trace is a slice of the simulated data as a function of τ1
for ω3 = 2045 cm−1. The colored curves show the windowing
function for each of the five values of the apodization time
ranging from 1 ps at the shortest to 4 ps at the longest. As is
clearly evident from this plot, the shorter the apodization time
the more of the free-induction decay that will be cut off by
the apodization function. Furthermore, the longer apodization
times will affect the response less than the shorter apodization

TABLE II. Single exponential fit parameters for CLS, IvCLS, and 2DGC
analyses for different apodization times.

Analysis method Apodization t1/ps A1 τ/fs A2

CLS

4 0.43 1400 0.044
3 0.39 1400 0.039
2 0.32 1400 0.030
1.5 0.25 1400 0.022
1 0.15 1300 0.013

IvCLS

4 0.52 1400 0.051
3 0.53 1400 0.051
2 0.54 1400 0.051
1.5 0.56 1400 0.052
1 0.62 1400 0.052

2DGC

4 0.53 1500 0.046
3 0.53 1500 0.045
2 0.50 1500 0.041
1.5 0.42 1400 0.038
1 0.42 1400 0.030

times because only the portion of the free induction decay
that already has low amplitude will be affected significantly
by the apodization function. Whereas, for shorter apodization
times, the apodization function affects the data in a region
of time where the signal itself is quite significant. Thus, we
would expect that any effect of the apodization on the analysis
methods should be modest for the longer apodization times
but will increase substantially, almost exponentially, as the
apodization time decreases. Although it is possible, in prin-
ciple, to increase the apodization time so that the windowing
function does not significantly affect the free induction decay, it
is worth noting that this figure is a simulated result and that for
real data, the long coherence time response will be dominated
by noise so that there comes a point at which increasing the
apodization time does not significantly affect the lineshape but
does add noise. Thus, there is a practical limit to how large an
apodization time one should choose based on the time scale of
the free induction decay.

For the CLS analyses shown in Figure 2(a), the amplitudes
of the exponential decay decrease significantly with decreas-
ing apodization time. In contrast to the amplitudes, however,
the time constants are essentially unchanged except for the
extreme example of a 1 ps apodization time for which the time
constant of the fit is shorter by 7%. Thus, although the time
constant from the CLS analysis is quite robust to reducing the
apodization time, there is a substantial effect on the amplitudes.
Of course, because the FFCF is only proportional to the CLS
and not equivalent to it, the absolute amplitudes of the CLS
decay are much less important than the relative amplitudes, as
these are the values that get scaled by fitting to a spectrum to
give the full FFCF. The relative amplitudes do vary somewhat
as a result of apodization. The ratio A2/(A1 + A2), which is
the relative amplitude of the static term, exhibits a decreasing
trend from a value of 0.093 for 4 ps apodization time to a value
of 0.077 for 1 ps apodization time, all of which overestimate
the relative amplitude of the static component compared to its
relative amplitude in the FFCF of 0.04. The variation in the
static component means that there is a corresponding increase
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in the relative amplitude of the exponential decay term from
0.907 to 0.923. This variation corresponds to a roughly 20%
change in the value of the static component, which is on the
order of the size of the uncertainty in the value of the rela-
tive amplitude of the static component in most experiments.
Obviously, this effect is proportionately smaller for the expo-
nential decay term. Thus, although there is some effect on the
relative amplitudes, we conclude that this effect is sufficiently
modest that under realistic experimental conditions, it would
be less than the measurement uncertainty in the values and
can, therefore, be neglected. The data for the analysis using
NLS and ELP methods are not shown here (see supplementary
material44) but the behavior of these methods is remarkably
similar to that for the CLS and the same conclusions can
reasonably be made about the effects of apodization time for
these methods.

Figure 2(b) shows the analyses of the data for different
apodization times using the IvCLS method. In this case, the
data points for the different apodization times fall almost
exactly on top of one another even for the shortest apodization
time of 1 ps. This demonstrates that the IvCLS method is very
robust against changes in the apodization, which is consistent
with the findings from Kwak et al. in the manuscript where
they introduced the IvCLS approach.35 This robustness to
apodization is the major advantage of the IvCLS method, but as
already demonstrated by the Fayer group and as we show again
below, this method suffers from other failings that can make it
unsuitable. Nevertheless, for systems where it is suitable, it
remains an attractive method as a result of this feature.

Figure 2(c) shows the analyses for the 2DGC method.
Clearly, the 2DGC is much more robust to changes in the
apodization time than the CLS though not quite to the extent
of the IvCLS. In addition, apodization time has a greater effect
on the amplitude of the exponential decay than on the offset
and again has very little effect on the time constant. Clearly,
the relative amplitudes will not be constant, but the variations
in the amplitude are sufficiently small that it is unlikely that
they would be observable in a real experiment.

In addition to assessing the effects of changing the
apodization time for the cosine windowing function in Eq. (6),
we have also tested the effects of changing the apodization
function itself by using the windowing functions in Eqs. (7) and
(8), the triangle and shifted sine-bell functions, respectively
(data shown in the supplementary material44). Based on the
effects of apodization time, however, the effects of apodization
function are completely intuitive. The inset in Figure 2 shows
the apodization functions along with the FID as a function of t1.
The three windowing functions in red are the triangle, cosine,
and shifted sine-bell functions, where the triangle is dashed and
shifted sine-bell is the only function with an amplitude greater
than 1 at any point. Multiplying each of these functions by the
FID will have predictable effects relative to the cosine function.
The triangle function decays more rapidly than the cosine
function for the same apodization time. This effect will cause
the windowed FID to decay more rapidly, just as if we had used
the same windowing function for a shorter apodization time. In
contrast, the shifted sine-bell function increases the amplitude
of the FID at intermediate times stretching the time scale over
which the windowed FID decays. Thus, the triangular function

apodizes more aggressively than the cosine does and the shifted
sine-bell function apodizes less aggressively. Consistent with
our results for apodization time, these changes have different
effects depending on the analysis method. For the IvCLS
method, the apodization function, like the apodization time,
has no effect. For the CLS, ELP, and NLS methods, the
amplitude of the decay in each case depends on the degree of
apodization with more aggressive apodization corresponding
to smaller amplitudes and less aggressive apodization to larger
amplitudes, but the time constants are unperturbed in each
case. For the 2DGC method, the effects are intermediate
between those for the IvCLS and the other methods. Thus,
the effect of changing the apodization function from less to
more aggressive apodization is qualitatively similar to that for
reducing the apodization time.

All of the above discussion centers on the effects of
apodization in theω1 axis, which we collect in the time domain.
As already noted, the apodization in the ω3 axis is, most often,
implicit as this spectral dimension is collected directly in the
frequency domain, most often using an array detector, and
the implicit rectangular apodization function is a constant
that is characteristic of the apparatus and determined by the
resolving power of the spectrometer, the entrance slit width,
and the pixel pitch of the array. In our experimental apparatus,
we upconvert and detect the signal in our experiment using
a relatively high pixel density (1024 pixels) CMOS array,
many labs use MCT array detectors, which have significantly
lower pixel densities (128 pixels), to detect directly in the
IR. Thus, the implicit apodization functions in the ω3 axis
will be different for these two detection systems. Specifically,
the higher pixel density of the upconversion approach will
give rise to a narrower rectangular windowing function in the
frequency domain than for the MCT array detector depending
on the resolution element of the spectrometer. Nevertheless,
although these differences will affect the absolute amplitudes
of the decays in ways that are similar to those reported for
the ω1 axis above, because the apodization is the same for
all measurements, it will not affect the relative amplitudes
or the time constants of those analyses. In addition to the
difference in pixel density, the upconversion apparatus could
also limit the detection bandwidth depending on the phase-
matchable bandwidth of the upconversion crystal, which could
distort the lineshape for very broad transitions such as for
the O–H stretch of water. In practice, it is relatively easy
to choose a crystal thickness such that the phase-matchable
bandwidth of the upconversion step far exceeds the bandwidth
of the IR laser pulses used for the experiment even when using
very short and thus very broad laser pulses. Consequently,
this potential source of distortion should not be an issue if
the crystal thickness is chosen appropriately. Thus, although
there can be differences in implicit apodization in ω3, these
differences should not affect the trends we have reported.

Apodization changes in ω1 have little effect on the decay
time for any of the analysis methods. If one only cares about
the FFCF decay time, then any of the analysis methods will be
suitable for any apodization time. The most important feature,
however, is that the apodization time will affect the amplitude
of the correlation as reported by most of the analysis methods.
Thus, although the apodization time is an experimental choice,
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once it has been made it must remain the same for all waiting
times. The only exception is if the data will be analyzed by the
IvCLS, which is entirely unaffected by apodization in the first
coherence period.

B. Anharmonicity effects

The anharmonicity of the oscillator is a characteristic
feature of the vibrational mode being studied that determines
the spacing between the 0-1 and the 1-2 transitions in ω3.
The anharmonicity of an oscillator can affect the observed
lineshapes whenever it is small compared to the width of the
transitions. In this case, the oppositely signed 0-1 and 1-2
features will destructively interfere distorting the line shape in
the region where they overlap. These distortions might well be
expected to affect the ability of different analysis methods to
accurately extract the correlation dynamics. For well-separated
peaks where the anharmonicity is larger than the line width
and there is no interference, the line shapes are undistorted,
but, as presented below, some analysis methods may still be
unsuitable. Here, we systematically vary the anharmonicity to
assess the effects of interference between the peaks, or lack
thereof, on the line shapes and the line shape analysis. We
simulate three sets of data using the parameters in Table I with
an apodization time of 4 ps and varying the anharmonicity, A,
from 5, to 25 to 53 cm−1. We apply all five analysis methods
to the three data sets (Figure 3) and fit the results with a single
exponential decay as before (Table III).

Figure 3(a) shows the results of the CLS analyses for the
three anharmonicity values. As would be expected, the CLS
is insensitive to the interference that distorts the lineshape for
small anharmonicities. This feature is, in fact, one of the main
motivations for developing this approach when it was first
reported. Similar to the CLS, the ELP method is insensitive
to changes in the lineshape caused by small anharmonicities
though unlike the CLS, there are modest perturbations to the
amplitudes of the decay for this method (see supplementary
material44). These methods are both resistant to the effects
of the interference between the peaks because they rely on
portions of the spectrum that are not significantly distorted by
those interferences. The CLS locates the maximum of the peak
in ω3, which is always in the central region of the peak. The
ELP extracts the diagonal and anti-diagonal slices, which are
not directly affected by the interference between the peaks.

In contrast, Figure 3(b) shows the IvCLS results for
which these distortions have a significant impact. Although
the impact of the interference that results from the 25 cm−1

anharmonicity is modest, the 5 cm−1 result deviates consider-
ably from the unperturbed spectrum, i.e., the 53 cm−1 anhar-
monicity. The effects of this distortion are seen in the inset.
The centerline exhibits a distinct curvature where the 0-1 and
1-2 transitions interfere. This problem was noted by the Fayer
group and is the major reason that this method is not more
widely used since systems where the anharmonicity is small
compared to the line width are fairly common. Somewhat
surprisingly, the 2DGC method shows a similar trend to what is
seen for the IvCLS (see supplementary material44). Although
the magnitude of the effect is less, the distortions caused by the
overlapping peaks cause the 2D Gaussian fit to converge with

FIG. 3. CLS (a), IvCLS (b), and NLS (c) analyses for simulated data with
anharmonicities of 53 (green), 25 (red), and 5 cm−1 (black) anharmonicities.
The dots are the results of the analyses at each waiting time and the lines
are the result of single exponential fits to the decays. The insets in (b) and
(c) show spectra for T= 1600 fs, illustrating the distortions that arise in
the IvCLS (b) and NLS (c) methods for small and large anharmonicities,
respectively.

a consistently higher correlation term than is present for the
unperturbed case. In addition, the time constant systematically
increases with decreasing anharmonicity. In both of these
cases, the problem is that the analysis methods are significantly
dependent on the region where the two peaks interfere. In the
case of the IvCLS, it is possible to only analyze the portion
of the spectrum for high ω3, but this region of the spectrum
will be more significantly affected by noise, which will be
exacerbated by the fact that we will be fitting the centerline
over a smaller range to avoid the overlap region. For the 2DGC

TABLE III. Single exponential fit parameters for CLS, IvCLS, and 2DGC
analyses for different anharmonicities.

Analysis method A/cm−1 A1 τ/fs A2

CLS
53 0.42 1400 0.044
25 0.43 1400 0.044
5 0.40 1400 0.044

IvCLS
53 0.46 1300 0.045
25 0.52 1400 0.051
5 0.80 1500 0.094

NLS
53 0.50 380 0.17
25 0.50 1400 0.048
5 0.45 1400 0.037
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method, the fitting routine needs to fit a 2D Gaussian to the
entire lineshape. The interference between the two spectral
features distorts this lineshape moving the apparent center
frequency higher in ω3 and flattening out the 0-1 peak along
the diagonal, which is responsible for the increase in the 2DGC
values for small anharmonicities. It is clear that, in general, the
qualities of the 2D Gaussian fits to the data are poorer for small
anharmonicities suggesting that the spectral distortions are a
significant problem for this analysis method.

In contrast to all of the other methods, the NLS approach
shows the poorest behavior for the largest anharmonicity and
the best behavior for the smallest anharmonicity. Figure 3(c)
shows the NLS results. The black and red represent the NLS
analyses for 5 and 25 cm−1 anharmonicities, respectively.
These two decays are consistent with the FFCF used to
simulate the spectra. For the largest anharmonicity of 53 cm−1,
however, the NLS analysis becomes unstable as seen in the
inset. Recall that the NLS method relies on identifying the
node, the zero value between the peaks, for each ω1 slice.
For small anharmonicities compared to the lineshape, the
resulting interference between the peaks ensures that the node
occurs in a region where the signal contributions from both
the 0-1 and the 1-2 peaks are large. The node occurs only
because of the interference between these two oppositely
signed contributions. Thus, the node is in a region of the
spectrum where the signal is high. For large anharmonicities,
however, there is a region of no signal in between these two
spectral features, and the node will be located somewhere in
this empty spectral region where there is no signal (see inset).
In this situation, even extremely small perturbations can have a
significant effect on the nodal slope. As Figure 3(c) shows, the
NLS method, when applied to data with large anharmonicity,
fails even for simulated data. Although this method will be
quite suitable when the anharmonicity is small compared to
the line width, for larger anharmonicities, it is clear that this
method is inappropriate.

C. Phasing effects

Although pulse shaping measurements of 2D IR spectra
based on a pump-probe geometry are inherently properly
phased and recently developed methods can eliminate phasing
errors even in four-wave mixing spectra, many researchers
still employ the projection-slice theorem to correct the phasing
errors that inherently arise from the uncertainty in setting the
zero delays between the first and second pulses and between
the third pulse and local oscillator when measuring 2D IR
spectra using a spectrometer based on four-wave mixing. This
uncertainty in the zero delay between pulses corresponds to
a group delay and gives rise to a frequency dependent phase
shift. As a result of this frequency dependent phase, differing
amounts of the dispersive contribution to the lineshape will
get mixed into the absorptive lineshape at each frequency in
both the rephasing and nonrephasing spectra, and there will
be inexact cancelation of these dispersive contributions when
the two component spectra are summed to give the correlation
spectrum. The result will be that the correlation spectrum
will have a lineshape that still contains some phase twist that

is dependent on the frequency along the axis corresponding
to the uncorrected phase error. The projection-slice theorem
is used to correct this phase error by adjusting the phase of
the rephasing and nonrephasing spectra such that the integral
of the 2D IR correlation spectrum over the ω1 axis gives a
signal that exactly corresponds to the dispersed pump-probe
spectrum for the same waiting time. Although this method
offers a mechanism to correct the phasing errors, it is rather
insensitive to small phasing errors that, while small enough
to have little effect on the pump-probe projection, can still
significantly distort the 2D IR lineshape.

To test the effects of phasing errors on the analyses of the
2D IR lineshapes, we have simulated spectra where we multi-
ply the rephasing and nonrephasing spectra by a frequency-
dependent phase factor of the form given in Eq. (9). We have
chosen to apply the phase factor to the ω3 axis. Although this
axis is the one for which the projection-slice theorem is best
able to correct the phasing error, it is also the one for which
the phase error is most likely to be largest because of the
difficulties that can arise in accurately determining the zero
delay between the third pulse and the local oscillator, espe-
cially in spectrometers where the local oscillator does not travel
through the sample and is overlapped with the signal after the
sample. The qualitative effects of placing the phase error on the
ω1 axis are the same, just with a different dependence on the
frequency.

Figure 4(a) shows the CLS (red) and IvCLS (black) anal-
yses for a phasing error corresponding to a group delay of ∆t
= 1 fs (triangles) with the analyses for no phase error shown for
comparison. In both cases, the effects of the phasing error are
modest. For the IvCLS, there is essentially no effect due to the
phasing error. Both the amplitudes of the decay components
and the time constant remain unchanged. In the case of the

FIG. 4. Phasing error effects on (a) IvCLS and CLS methods. Simulated
2D IR spectra for a waiting time of 0 fs with 0 fs (b) and 1 fs (c) phasing
errors, respectively. The purple, blue, and red dots represent the centerline,
inverse centerline, and nodal line, respectively, and the white solid lines are
the corresponding linear fits.
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TABLE IV. Single exponential fit parameters for CLS, ELP, 2DGC, IvCLS,
and NLS analyses of simulated data with a phasing error on ω3 of the form
exp(i ·∆t ·2π ·c ·ω3).

Analysis method ∆t/fs A1 τ/fs A2

CLS
0 0.43 1400 0.044
1 0.46 1400 0.048

ELP
0 0.48 1400 0.037
1 0.51 1400 0.026

2DGC
0 0.53 1500 0.046
1 0.58 1500 0.048

IvCLS
0 0.52 1400 0.051
1 0.53 1400 0.053

NLS
0 0.50 1400 0.048
1 0.54 1300 0.050

CLS method, however, the time constant remains unchanged
but the amplitudes of both the decay and the offset increase
somewhat. These increases are reflective of the effects that
the phasing error has on the lineshape. Figures 4(b) and 4(c)
show spectra for 0 fs and 1 fs phasing error, respectively, along
with the analyses for the IvCLS, CLS, and NLS (Table IV).
As is clearly evident, the phasing error causes a twist in the
lineshape that leads to curvature of the centerlines and the
nodal line. In addition, the peak position shifts somewhat.
The major consequence of these effects is that the analysis
of the lineshapes becomes inherently uncertain. Because of
the curvature of the lineshape, the results of the analyses are
necessarily different depending on the region over which we do
the linear fit to determine the slope. Both the choice of width
and position for this fit can significantly affect the results of the
analysis. For the results shown in Figure 4, we have retained
the same fit region for the analysis of the spectra with the
phase error included as for the spectra with no phasing error,
which is centered on the peak of the spectrum without phasing
error. Choosing a region centered on the new peak position
after including the phasing error decreases the magnitude of
the effect on the peak amplitude but changes the time constant
of the decay (data not shown).

For all of the other analysis methods, the effects of the
phasing error are somewhat more significant. The NLS anal-
ysis (see supplementary material44) exhibits an effect similar
to the CLS except that the time constant decreases slightly.
The ELP and 2DGC analyses (also shownin the supplementary
material44) show no change in the time constants but exhibit
somewhat larger effects on the amplitudes. In the case of the
2DGC, both the amplitude and offset increase by about 10%
or less. In the case of the ELP, however, while the amplitude
of the decay increases somewhat, the amplitude of the offset
decreases by 30%. The 2DGC and the ELP experience larger
effects resulting from the phasing error because of the differing
ways that they reflect the lineshape compared to the other
methods. The 2DGC has some flexibility given that it involves
a Gaussian fit to the lineshape, but the phase twisted lineshape
is no longer well approximated as a Gaussian. For the ELP, the
phasing error causes the antidiagonal width to be frequency
dependent as a result of the phase twist, and this effect distorts
the amplitude of the ellipticity. Thus, the ELP and 2DGC

methods are less well suited than the others for analyzing
lineshapes with potential phasing errors.

D. Signal-to-noise effects

To study the effects of apodization, anharmonicity, and
phasing errors on the line shape analysis methods, we have
used simulated data, which have the advantage of known FFCF
parameters and nearly infinite S/N. Real experimental data,
however, always have finite S/N and the noise contributions
can have a significant effect on the lineshape and methods to
extract information about the loss of frequency correlation. The
early experiments involving 2D IR spectroscopy to measure
the dynamics of solvents and proteins involved systems with
strong chromophores at relatively high concentrations so that
the 2D IR signal was quite strong and the S/N high.8,9,12,20,43

Increasingly, however, researchers are pursuing experiments
involving weaker chromophores and targets, such as proteins,
for which aqueous solubility is limited. In such systems, even
significant amounts of signal averaging can yield modest S/N
and leave the line shape distorted by the noise. It is essential
that the analysis method used to extract the frequency corre-
lation information from the data be robust to the effects of
noise. Thus, an understanding of the relative strengths of these
methods for data with low S/N is an important new insight.

To assess the effects of noise, we use azide in D2O, which
has previously been studied by photon echo spectroscopy,9 as
an illustrative example. We collected high S/N data by signal
averaging between 50 and 2400 scans depending on the waiting
time and took the data from a single pulse shaper scan for
the low S/N data. We collected and analyzed four replicates
to establish reliable statistics for the results. Figure 5 shows
the analysis results for the high (a) and low (b) S/N data using
the IvCLS (blue), ELP (black), 2DGC (green), and CLS (red)
analysis methods. Each point is an average of the four analyses
for four independent measurements at that waiting time, and
the standard deviation of the individual analyses is used as a
weighting coefficient for the exponential fit, which is shown as
solid lines. In addition, representative spectra are also shown
for the high (average S/N = 250) (c) and low (average S/N
= 27) (d) S/N measurements for a waiting time of T = 1000
fs. For better comparison of the S/N of the spectra, we have
normalized each spectrum to the maximum of the 0-1 transition
and display 11 equally spaced contour levels from -1 to 1. To
quantify the S/N of the spectra, we calculate the RMS noise
of a spectral area enclosed by ω3 = 2070–2085 cm−1 and ω1
= 2004–2015 cm−1, and we use the difference in amplitudes
of the oppositely signed 0-1 and 1-2 transitions as a measure
of the signal.

A minor complicating feature of this experimental system
is that the azide antisymmetric stretching transition, which
is centered at approximately 2045 cm−1, is located on the
low-frequency tail of the O–D stretching transition of D2O.
As a result, a solvent background associated with this O–D
stretching vibration overlaps with the spectral response from
azide. Fortunately, the O–D stretching response decays rap-
idly compared the decay of the azide response. Thus, we
only analyze the data for waiting times greater than or equal
to 500 fs for which the solvent background is substantially
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TABLE V. Single exponential fit parameters for analyses of azide in D2O
data.

Analysis method S/N A1 τ/fs A2

CLS
27 0.49 ± 0.08 1000 ± 400 0 ± 0.08

250 0.52 ± 0.01 800 ± 200 0.01 ± 0.01

ELP
27 0.41 ± 0.08 700 ± 500 0 ± 0.06

250 0.34 ± 0.02 800 ± 400 0.03 ± 0.02

2DGC
27 ... ... ...

250 0.51 ± 0.01 1100 ± 200 0.03 ± 0.01

IvCLS
27 ... ... ...

250 0.66 ± 0.01 1100 ± 200 0 ± 0.01

NLS
27 ... ... ...

250 0.64 ± 0.02 1200 ± 200 0 ± 0.02

weaker than the azide signal. Nevertheless, some evidence of
the solvent background remains in the spectrum as is seen
clearly in the additional contributions along the diagonal in
Figure 5(c). This background affects the lineshape analysis
methods and contributes to some of the scatter in the points
at early waiting times and increases the uncertainty in the fit
parameters, especially for the ELP method, which appears to
be more sensitive to this background response.

FIG. 5. IvCLS (blue), ELP (black), 2DGC (green), and CLS (red) analyses
of high S/N (a) and low S/N (b) 2D IR spectra of azide anion in D2O. Each
point is the average of the analysis from 4 independent 2D IR measurements.
The solid lines are the exponential fits to the data points. Panels (c) and (d)
show representative 2D IR spectra for a waiting time of 1000 fs from the high
and low S/N data sets, respectively.

At high S/N, all of the analysis methods give reasonable
correlation decays with time constants that are consistent with
one another and with previous results from the Hochstrasser
group (Table V). The covariance between the offset and the
time constant causes the decay time to be somewhat shorter
and the offset somewhat smaller for the fit than might be ex-
pected from the previous echo measurements, but these values
are, nevertheless, in reasonable agreement with the previous
study. At low signal to noise, however, the different analysis
methods respond to the poorer S/N differently and, in some
cases, become so unstable as to be unable to fit to a decay.

For the IvCLS analysis, the results are completely unstable
at low S/N to the point that most of the values are unphysical
lying outside of the range of allowed values between 0 and 1
(data not shown). The major contributing factors to this result
are the difference in the characteristics of the noise in the
two frequency dimensions for our apparatus and the difference
in step size for the two axes. Because we collect the signal
in ω3 using an array detector, the noise in the ω3 dimension
is correlated. Consequently, the noise is dominated by ver-
tical banding in the 2D IR spectrum as can easily be seen
in Figure 5(d). In addition, the frequency step size in ω1 is
larger than that in ω3 because of the high pixel density of our
CMOS array, so the spectrum is significantly oversampled in
the ω3 axis and is smoother in that dimension. As a result of
these features, the centerline from the IvCLS analysis exhibits
discontinuities as seen in Figure 6, which shows the 2D IR
spectrum from the low S/N azide in D2O for a waiting time of
500 fs zoomed in on the 0-1 transition. The blue markers show
the centerline constructed as described for the IvCLS method,
i.e., each represents the location of the maximum in ω1 for a
fixed value of ω3. The points fall in groups because the larger
step size in ω1 means that the spectrum is not as smooth in this
coordinate and so the location of the maximum inω1 will jump
as the value of ω3 changes. The vertical banding of the noise
exacerbates this problem because the variations in intensity are
greatest along the ω1 axis, whereas they are correlated for the
values of ω3. These discontinuities lead to instabilities in the
value of the slope of the centerline, which makes this method
unsuitable for data from our apparatus. These features of the
data are particular to our apparatus, though it may well be
the case that other researchers will encounter similar problems
as most approaches for collecting 2D IR spectra employ an
array detector, which will lead to noise correlations in the

FIG. 6. Inverse centerline (blue markers) for the spectrum of low S/N azide
anion in D2O at T= 500 fs.
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FIG. 7. (a) Comparison of the CLS (red) and 2DGC analyses for an uncon-
strained 2DGC fit (purple) and a 2DGC fit constrained to a small area near
the center of the peak (blue). Examples of the unconstrained and constrained
Gaussian fits are shown in panels (b) and (c), respectively.

ω3 axis. Nevertheless, these problems may be less severe in
other circumstances, especially for the lower pixel densities for
MCT array detectors, so the quality of this method should be
evaluated on a system-by-system basis.

For the experimental data with low S/N, the NLS (see
supplementary material44) and the 2DGC (Figure 5) anal-
yses also become unstable. The 2DGC method requires well-
defined edges of the line shape to fit the data and there are more
points around the edges of the data than in the center. Because
the noise affects the points near the edges of the lineshape more
than the points in the center and there are more points around
the edges, the noise has a more significant effect for the 2DGC
method than for the CLS, which focuses on the central parts
of the lineshape where the signal is maximized. One potential
solution to this problem, for the 2DGC method, is to restrict the
fit to a smaller fitting range near the center of the peak. Figure 7
illustrates the effects of such an analysis. Figure 7(a) shows the
comparison between the CLS analysis at high S/N (red) and
three analyses of the high S/N data using the 2DGC method,
one where the Gaussian is fit to the entire 0-1 peak (purple),
another where the fit is constrained to a small portion of the
peak in the center from 2040 to 2047 cm−1 (black), and a third
where the fit is constrained to an even smaller region from 2041
to 2045 cm−1 in both axes (blue) (Table VI). Representative 2D
IR spectra are shown in Figure 7 with the full fit in panel (b) and
the most constrained fit in panel (c). Clearly, the constrained fit
focuses on a much smaller region where the signal is largest,
which reduces the impact of the background noise on the fit,
but it will also reduce the information content of the fit as
the sampled region is much smaller and reflects less of the
frequency correlation. Comparing the 2DGC results to the
results at high S/N shown in panel (a), the constrained results
are more consistent with the results of the CLS decay, but
the most constrained region becomes unstable as evidenced

TABLE VI. Single exponential fit parameters for CLS and 2DGC analyses
of high S/N azide in D2O data.

Analysis
method Fitting range A1 τ/fs A2

CLS ω1= 2040–2047 0.52 ± 0.01 800 ± 200 0 ± 0.01

2DGC
ω1=ω3= 2041–2045 ... ... ...
ω1=ω3= 2040–2047 0.51 ± 0.01 1100 ± 200 0.03 ± 0.01

Full range 0.35 ± 0.2 1000 ± 2000 0 ± 0.2

by the points that fall far from the decay. This approach can
improve the robustness of the 2DGC method to noise, but its
effectiveness is limited based on the level of constraint required
and the instabilities that will inevitably result from a fitting area
that is too small and contains too little spectral information.
Ultimately, this approach is unable to overcome the impacts of
the noise at low S/N, and the 2DGC method exhibits essentially
no decay as seen in Figure 5(b) (green).

The best alternative to the CLS method is the ELP anal-
ysis. At high S/N, the ELP and CLS have the same time
constant, but the amplitude of the decay for the ELP is less
than that for the CLS by about 30%. At low S/N, the time
constant for the ELP decreases somewhat, though the effect of
S/N on the amplitudes is only minor. Thus, the ELP remains
rather robust to S/N. It is worth noting that the uncertainty in
the parameters for the ELP is greater than that for the CLS even
at high S/N as a result of the greater scatter of the points in the
decay. This is likely a result of the fact that like the 2DGC,
the ELP results from fitting the lineshape and is somewhat
more affected by the noise at the edges of the data than the
CLS is. Nevertheless, this effect is much less significant for
the ELP than for the 2DGC, and the ELP remains almost as
good of a representation of the correlation decay as the CLS
at both high and low S/N.

IV. CONCLUSION

We have compared the effects of frequently encountered
experimental challenges on five different methods for analyz-
ing 2D IR data to extract the FFCF. Although all of the methods
we have tested can be quickly and easily obtained from the
experimental data, they may lead to very different conclusions
depending on the characteristics of the system of interest and
the quality of the data. Using simulated data with varying
apodization, we showed that the IvCLS and 2DGC are most
robust to changing the apodization time and function, but that
for the CLS, ELP, and NLS, the time constants and relative
amplitudes for the decay are conserved even though the abso-
lute amplitudes decrease with decreasing apodization time.
Simulated spectra with varying anharmonicities show that the
IvCLS and 2DGC methods become unstable when the anhar-
monicity becomes too small, but the NLS method becomes
unstable when the anharmonicity is too large. The CLS and
ELP methods show no effects from varying the anharmonicity.
For data in which phasing error introduces a phase twisted
lineshape, the effects of the phase twist are small to negligible
for the CLS and IvCLS but more significant for the other
methods. Finally, using experimental measurements of azide



212427-13 Guo et al. J. Chem. Phys. 142, 212427 (2015)

in D2O, we show that all of the methods work well at high
S/N but that the IvCLS, NLS, and 2DGC become unstable at
low S/N. Taken together, these results suggest that the CLS
method will, for most cases, offer the best analysis of the exper-
imentally measured spectral diffusion dynamics. Because the
magnitude of the CLS depends on the apodization, it is critical
that the apodization time remains constant for all waiting times.
Nevertheless, the exact value of the apodization time is not
critical as the relative amplitudes and time constants remain
unaffected so long as the amplitudes of the components of the
correlation decay are large enough to be out of the experimental
uncertainty in the data.
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