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ABSTRACT We describe models for the olfactory bulb
which perform separation and decomposition of mixed odor
inputs from different sources. The odors are unknown to the
system; hence this is an analog and extension ofthe engneering
problem of blind separat of signals. The separation process
makes use of the dierent temporal fluctuations of the Input
odors which occur under natural onditis. We discuss two
possibilities, one relying on a specific architec connect
modules with the same sensory inputs and the other a ig
that the modules (e.g., hoerul)have differentrpe ilds
in odor space. We compare the Implications these models for
the testing of mixed odors ftom a single source.

Section 1. Introduction

The olfactory system is most suitable for the application and
development of neural network models. This system is
known to be one of the phylogenetically oldest neural sys-
tems in mammals. Its architecture seems to be relatively
simple, yet its detailed functional behavior is still an open and
challenging problem (1).

Candidate membrane receptors for odor molecules were
recently identified (2). They activate the olfactory sensory
neurons which, in all species, project directly to glomeruli.
The latter (3) compress the incoming information and form
the first encoding stage in the olfactory pathway. The glo-
meruli, together with excitatory mitral/tufted cells and in-
hibitory interneurons, belong to the olfactory bulb. The
processing of information within the bulb takes place mainly
via dendrodendritic interactions. The output is carried by
mitral/tufted neurons to central regions of the brain. We will
be concerned with the first computational stages of the bulb,
performing an analysis of the incoming information. We
expect the bulb to be responsible for separation of mixed
odors, classification in terms of their major components and,
possibly, identification of odors by comparing them with
memories in the olfactory cortex (4, 5). The latter function,
which has to rely on feedback connections, will not be
discussed in this paper.

Separation of mixed odors can be achieved by computa-
tions which make use ofindependent temporal fluctuations in
the odors which make up the mixture. This technique is
known as "blind separation" in the literature of signal
processing (6, 7) and can be implemented in a neural network
with adaptive linear connections (8). One starts with a
network of mitral cells, each receiving some input from the
sensory neurons, thus spanning an effective odor space. The
adaptive learning takes place with each new environment,
leaving after some time only two active neurons when, for
example, two independent odors exist in the environment.
These neurons correspond to the leading components ofeach
of the two odors. The interesting feature of this model is that

it succeeds in performing the separation without having to
invoke any prior knowledge of the odors which are being
analyzed. Nonetheless, it is not yet suited for classification
purposes because it activates only the neurons which corre-
spond to the leading components ofeach of the mixed odors.
Our interest lies in generalizing this model in such a fashion

that the separation process will take place but will also
transmit information about different components of the input
odors. We will present two models which lead to such results.
Both involve multiple units of the kind described above, to
which we refer as replicas. The first model assumes that all
replicas have the same input but have a dynamical hierarchy
between them. We will refer to this model as' "vertical
replicas," implying the hierarchy. The second model has no
connections between the replicas, but each one receives a
different input-i.e., views a different section of odor space.
We refer to it therefore as a model of "horizontal replicas."

Section 2. The Basc Module

The olfactory sensory neurons converge onto the glomeruli
and terminate on the dendrites of mitral/tufted cells. We
regard the latter as representing odor space. To be specific,
let us choose a set of mitral cells labeled by i = 1,. . . , N to
represent this vector space. Since it is known that the
excitatory mitral cells interact in a dendrodendritic fashion
with inhibitory granule cells, we follow ref. 8 and describe
this interaction by an effective matrix TV in a linear differ-
ential equation for the mitral cell potentials u,:

[2.11du,/dt = -uil/ - Z Tuuy + *(t).

it represents the input which reaches cell number i. This input
is composed of signals fromj = 1, . . . , K different sources
which are assumed to have independent temporal fluctua-
tions aft):

IA t) = SY,-a#~).=_1~O [2.2]

The parameters $i represent the composition of the odor
numberj in the vector space spanned by the mitral cells. The
statistical independence ofthe odors al(t) allows for perform-
ing blind separation. This is brought about by a learning rule
for the effective inhibitory synapses:

dTU/dt = lihu1Jt + e(ui - yU,)]. [2.3]

The bar notion refers to high-pass filtering of the potentials.
The procedure which we employ removes the average value
of u, and leads to -½2 < uii < ½ which has all high-frequency
fluctuations ofthe original ui. The matrix element Tu changes
with time according to Eq. 2.3 but is not allowed to be
negative-i.e., negative contributions to Eq. 2.3 are ignored
if TV reaches zero.
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For appropriate choices of the parameters which appear in
these equations, the system can separate the different inputs.
In the case N = 6 K = 2 Hopfield (8) has demonstrated how
two of the six neurons become dominant, each fluctuating in
time as one of the input odors. This is also shown in Fig. 1.
The last term in Eq. 2.3 is responsible forjust one component
surviving for each odor. This will be the largest component
in the vector representation of the odor. We have here a
winner-take-all algorithm within each odor vector.

Section 3. Model of Vertical Replicas

Let us consider a system of L different replicas of the basic
module which inhibit one another:

a-i
dul/dt = 7-u7/'- T-7u7 -A UT' + I,.(),

n=1, . . ,L. [3.1]
The replica number is given by the upper index. Inhibition
occurs in a hierarchical manner, where each replica is inhib-
ited by all previous ones. As a result, replica 1 will be
identical with the model described by Eqs. 2.1 and 2.3. The
others obey different dynamics, influenced by previous rep-
licas. Ty continue to obey Eq. 2.3; however, the cell poten-
tials which drive the learning procedure are the ones corre-
sponding to replica number n.
This construction yields a network of size L x N in which

every subnet (replica) containsN neurons interconnected via
dynamic connections To. In addition, each neuron is inhib-
ited by all the neurons at the same location in the previous
subnets and inhibits its counterparts in the following replicas.
This architecture can be viewed as a series of neuronal
surfaces, each projecting onto all subsequent surfaces, while
all receive the same external input.

Since the adaptive learning rules have the character of a
winner-takes-all algorithm within each odor, the first subnet
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FiG. 1. Numerical solution of Eqs. 2.1 and 2.3 as a function of
time. The input signals are proportional to the concentrations of
odorant molecules at the sensory epithelium, and the output signals
are proportional to the firing rates ofthe mitral cells. The parameters
were chosen as 8 =0.005, e = 0.022, 'y = 1. Shown are the different
components of the odor vector space, each represented by temporal
variation of one mitral cell. The inputs a(t) of the two odors are

shown in the top windows, dominated by fluctuations of order 6 Hz.
Separation sets in after a few tenths of a second.

is expected to activate the leading components in the odors.
The inhibition between the subnets causes the next one to
activate the next-to-leading components, and so on. Clearly
ambiguities may arise if two components ofan odor are of the
same magnitude, or if two odors have the same biggest
component. Barring such coincidences, the network per-
forms as expected.
We solve numerically a model with L = 3 replicas ofN =

6 components in odor space. A superposition ofK = 2 odors
is used as input. After the system stabilizes we find in each
replica just two elements which have large amplitudes, thus
establishing blind separation of two odors. Fig. 1 shows the
amplitudes of the six neurons of replica 1. Neurons 1 and 6
vary with large amplitudes, whose fluctuations follow those
of the two odors used as inputs. Neurons 2, 3, 4, and 5 have
negligible amplitudes. The basic time scale of the system is 1
ms. The input signals have a Fourier spectrum ranging
between 0 and 20 Hz, with a strong peak at about 6 Hz.

Fig. 2 displays the results for replica 2. For higher replica
numbers one has to wait longer until the separation process
sets in, since each replica is influenced by all previous ones.
A comparison between the leading components ofall replicas
is shown in Fig. 3. The values of the two odor vectors used
in these examples were S1 = (0.99, 0.72, 0.62, 0.44, 0.32,
0.23) and S2 = (0.29,0.37, 0.47, 0.60, 0.77, 0.99). As is quite
evident from these figures, the algorithm performs its task,
leading to the correct conclusion that one odor has compo-
nents 1-2-3 (where the notation implies decreasing strength),
while the other has components 6-5-4.

Several conditions have to be met for the separation
process to succeed. One is that the major components of the
same odor vector must differ significantly from one another
so that the system can establish their order. The components
SJi of the input vectors in our examples are chosen to lie
between 0 and 1. Ifthe difference between majorcomponents
shrinks to about 0.1, convergence is slowed down to about 10
sec. This increases to 45 sec when the difference decreases
to 0.05, which is the limit below which separation will no
longer work. A second condition is that the differences
between the values of the same component in the two
different odors should be larger than 0.1. A third condition is
that the component whose turn it is to win in a given replica
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FiG. 2. Amplitude variations in replica 2, whose dynamics is
given by Eq. 3.1 with A = 0.65. Note the clear inhibition ofthe leading
components of replica 1 (numbers 1 and 6). Separation sets in at
about 10 sec.
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FiG. 3. Comparison of the leading components of all vertical
replicas. The notation n-m implies replica number n and neuron
number m.

should be bigger than the corresponding component in the
other odor. This condition is not absolutely necessary but, if
it is not met, success is not guaranteed.
A fourth, and obvious, problem is that if the same com-

ponent has the same significance in both odors (e.g., is the
highest one), separation is impossible. While this is a problem
of principle, any other overlap (such as the same component
being leading in one odor and second in the other) is just a
nuisance. In the example analyzed above, there was no
overlap between the maor components of the two odors. We
have, however, tested cases with overlap of major compo-
nents such as 1-2-3 and 2-6-5, or even 1-2-3 and 2-6-1. In
both cases our model performs the separation but the con-
vergence times are longer, and increase as more pairs of the
same components have to be activated in the replicas.

Section 4. Scan and Binding

Trying to build a biologically plausible model on the structure
described above, we now address two important challenges.
The first concerns the size of the system: can we scale up the
structure to involve more neurons and more odors? (This
would give a useful function to size per se of the early
processing system.)

Clearly, ifwe were to scale up the network and assume that
the odor representation is randomly distributed among all
neurons, we would run into the problem that sooner or later
there will be major components whose weights differ by less
than 0.05. This may be resolved in the system of horizontal
replicas discussed below, but it cannot be handled by the
vertical system. Moreover, it seems that the resolution time
required of the vertical replicas system limits us to an odor
description which is characterized by just a few leading
components. Therefore, we will consider a larger system on
which an odor is represented on the average by four com-
ponents which lie between 0.5 and 1 and many (insignificant)
components whose weights are below 0.5. Under this as-
sumption we obtained blind separation of three odors in a
vertical system of 24 neurons. The convergence times were
of the order of 7, 12, 24, and 34 sec for replicas 1-4. The
number ofmixed odors which can be separated by the system
will grow linearly with the number of neurons. Nonetheless,

if the weights are chosen randomly, a mismatch may occur if
the conditions specified in the previous section are not met.

In the figures we have identified the odors by comparing
the fluctuations of the output with those of the input. The
biological system has to do something else. It can, for
instance, correlate all outputs which fluctuate in the same
way. Moreover, it should be able to do it on the level of the
action potentials of the cells whose membrane potentials
were the subject of our analysis so far. This is a typical
binding problem (9). It has already been demonstrated by
Horn et al. (10) that binding can be achieved under such
conditions: if the odor components were represented by
oscillating cell assemblies, the fluctuations could drive them
into phase-locking, representing binding (11). The implemen-
tation of our scheme in an oscillatory environment needs
further investigation. In principle one can follow two direc-
tions: either generalize the present system to include com-
petitive oscillations or allow for another computational step
for which our series of outputs serves as the input.

Section 5. Model of Hoizontal Replicas

Here we start with the assumption that each replica describes
an ensemble of mitral and tufted cells which receive sensory
inputs which differ from those of other replicas. We do not
require any connections between different replicas for the
calculational task at hand. To be specific, we assume that
odor space is defined by the projections from the sensory
neurons and each replica receives a different section of this
space-i.e., has its own "receptive field." We represent this
receptive field by a Gaussian with mean location sand width
oa in a space of N. ordered inputs (odor space). We allow for
the possibility that the Gaussian distributions of different
replicas have large overlaps with one another.
Under the influence of a single odor each replica will go

through its competitive training procedure and select the
strongest component within its own receptive field. Thus an
odor will be represented by a set of components selected by
different replicas, a representation which is correlated with
the input but not identical with it. Examples are shown in Fig.
4, where we choose No = 26 mitral cells and L = 10 replicas
with Avarying by three steps from one replica to another. The
value of af determines the effective number of sensory cells
to which a given replica is tuned. The two parallel lines in this
figure represent the locations of jh ± a in the different
replicas. The inputs into the system are shown in the upper
frame, and the representations of the two odors are identified
with the replica-mitral matrix of Fig. 4 a and b. Note that
within this scheme we do not have to limit ourselves to the
scaling assumption of the previous section. Any number of
leading components is allowed, as long as not too many fall
in any one replica.
Now the question is whether in the presence of two odors

we will be able to reconstruct each of them simultaneously.
The answer to that is given in Fig. 4c. All but one replica
converged to the sum ofthe representations ofthe two odors.
We have repeated these calculations for various width pa-
rameters to get a qualitative feeling for the performance of
this model. There are two relevant parameters in our calcu-
lations. One is the width aof the Gaussian projections on the
replicas. The other is the sparsity s of the input vectors. s
represents the probability that an odor component will be
different from zero (whereupon it is distributed randomly
between 0 and 1). Clearly small s guarantees low overlap
between different odors and, therefore, better reconstruction
of their superposition. This is further improved by choosing
also low a. These expectations are borne out by the results
shown in Table 1, where the numbers of misidentifications
are shown. We find that, over awide range ofparameters, the
mitral cells which are being activated by the model for the
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FIG. 4. Replica-mitral matrix representation of odors in the
horizontal replica scheme. Two odors with 26 components are

represented schematically in the top frame, where the sizes of the
circles are proportional to the strength of the component. These
components have random finite values with probability s = 0.7. They
are projected via Gaussian filters onto the replicas whose dynamics
follow the competitive mechanism ofSection 2 and converge onto the
largest filtered component in every replica. The results for the two
odors separately are represented in a and b. The lines are drawn
through the values of ,u ±+ of the different Gaussian filters,
representing the receptive fields of the horizontal replicas. c repre-
sents the result ofthe horizontal replica system when these two odors
are processed simultaneously. The two cases with half-black and
half-white circles are ones in which the largest components of each
odor hit the same mitral cell. Separation was therefore not achieved,
and this cell remained the dominant one and continued to exhibit
mixed behavior.

mixtures oftwo odors are the same as those activated by the
pure odors within an accuracy of 10-20%o.

Section 6. Biological Implementation

The model of vertical replicas solves the problem of keeping
track of and sending out signals which describe odor quality
information in the presence of multiple odor sources. There
remain, however, many open questions concerning whether
or how such a scheme is implemented in neurobiology. First,

Table 1. Errors of misidentification in the replica-mitral
representation of mixed odors in 10 trials

No. of misidentifications
s a=3 a-5 =7

0.7 1.2 ± 1.2 1.8 ± 1.1 1.7 ± 1.0
0.6 1.4 ± 1.5 1.7 ± 1.1 2.2 ± 1.6
0.5 1.2 ± 0.8 1.2 ± 1.2 1.4 ± 1.2
0.4 1.1 ± 0.1 0.6 ± 0.7 1.4 ± 1.3

is it plausible that the olfactory bulb indeed is laid out in the
fashion required by replica networks? Ifthe different replicas
are to be thought of as different sets of mitral cells, it would
be necessary to carry specific inhibitory information between
corresponding mitral cells (i.e., mitral cells which have the
same fundamental response to individual odor components)
in adjacent parts of the olfactory bulb. This requires high
specificity of connectivity between classes of cells and thus
may seem unlikely. Yet such a specificity would not be much
different in character from that which is necessary in the
visual system to ensure that neurons carrying color informa-
tion from different spatial locations can be consistently
brought together to evaluate the color of an object.
An alternative possibility is that the piriform (olfactory)

cortex performs the computation, for the architecture of this
area has inputs from the olfactory bulb extended across a
sheet of cortex, and each band of pyramidal cells laid out in
a strip perpendicular to the incoming axon collaterals could
be thought of as a replica.

It is much simpler to suggest a biological implementation of
the model ofhorizontal replicas. The layer ofglomeruli seems
to be a natural candidate for such a structure. They transfer
the sensory inputs to groups of tufted and mitral cells and
seem to differ from one another by the input they receive (3).
In this sense each glomerulus can be viewed as a filter defined
on odor space, in a similar fashion to our theoretical struc-
ture. Such an architecture would be in accord with the
topographically distinct patterns expressing odorant receptor
genes within the olfactory epithelium, assuming they are
preserved in the axonal projections to the olfactory bulb (12).
Both models require synaptic change over the time scale of

several seconds. Experiments searching on this time scale for
synaptic change in the glomerui, in the olfactory bulb, and in
the piriform cortex are particularly important to the question
of whether theories of this general type might be relevant to

x

FIG. 5. Test of identification of the system 7.1 by the horizontal
model. Odors A and B were chosen randomly with s = 0.7, thus
guaranteeing some overlap between them. Plotted is the fraction of
matrix components that agree with those of the pure odors A and B,
respectively.
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early olfactory processing, regardless of the details of par-
ticular implementation or information coding.

Section 7. Mixed Odor Tests

The two models which we have discussed have different
representations of odors. The vertical model represents an
odor by an array ofordered strength ofcomponents, whereas
the horizontal model represents an odor by the replica-mitral
matrix of the type shown in Fig. 4. Moreover, the long time
ofconvergence ofthe vertical model seems to imply that odor
identification is restricted to its few leading components,
while in the horizontal model there is no size limit.
These differences have interesting consequences. Con-

sider what happens ifthe two leading components of an input
odor switch their relative strength. In the vertical model this
implies changing the identity of the odor, whereas in the
horizontal model it could be regarded as a small change which
still leaves most of the representation intact. The vertical
model thus would have built-in category boundaries at an
early olfactory processing stage.
To show an example we choose an input based on a mixture

of two odors with the same temporal structure:

I,(t) = (xS, + (1 - x)SP)a(t), [7.1]

where 0 < x < 1. The question of interest is how will the
system switch from the identification ofodorA to that ofodor
B as the mixing parameter x is varied. In Fig. 5 we show the
results of the horizontal model for some random choice of
odors. We plot the fraction of matrix components that agree
with those of the pure odors. As expected, we find a smooth
decrease as a function of the degree of mixing.
The example discussed here is quite relevant in the context

of psychophysical experiments. It has been demonstrated
that humans have a very poor ability to identify odors in
mixtures (13-15). The mixtures considered in these experi-
ments were prepared through an olfactometer with several
channels, hence they correspond to a problem of a single
source in our nomenclature, just ofthe type discussed above.
Many models of perception exhibit sharp categorical

boundaries at the perceptual level. Within this context, such
boundaries in odor perception are quite different within the
two models. In the vertical model, categorical effects will be
seen in the collective electrophysiological response ofcells in
the olfactory bulb (or perhaps the piriform cortex). The

overall state of the bulb reflects a categorical decision. In the
horizontal model, each mitral cell will exhibit a categorical
boundary, but the boundary will be different for each cell,
and psychological categorization (presuming it exists) must
be constructed higher in the olfactory system. The predicted
correspondence (or lack of it) of categories seen in the
response of individual cells with the categories of perception
is different for the two models.
While psychophysics alone cannot distinguish between

these two different implementations of fluctuation-based
odor separation, it could be pivotal to understanding whether
or not such odor separation is done. Most olfactory psycho-
physical experiments have been done with complete mixing,
in which only one "odor object" is present at a time. Odor
discrimination experiments in which different odors come
from two or more sources, in a way which guarantees
variations in their amplitudes at a subject, would better
correspond to natural environments. They are fundamental
to the identification of the computation done by the early
olfactory system.
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