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INTRODUCTION

Given the opportunity to choose the topic for
this paper, I was torn between a wish to remain
within my main area of interest, which in recent
years has been the biotechnology of fermentation,
and a desire to make a tangential excursion out
of this field. I decided to take the second alterna-
tive, because it gives emphasis to an important
theme: that biotechnology should function as a
link between basic and applied research. This
thesis is so far from being generally accepted that
it is well worth special attention.

Usually I define biotechnology as the study of
the establishment and maintenance of artificial
environments in which living cells or labile bio-
logical substances are produced, preserved, selec-
tively destroyed, or modified as desired. This defi-
nition clearly indicates that the subject is focused

1 The Office of Naval Research Lecture by the
same title, presented at the Annual Meeting of the
American Society for Microbiology, at Cleveland,
Ohio, in May 1963, formed the basis of this contri-
bution. I should like to express my sincere thanks
to the Office of Naval Research and to the Program
Committee of the Society for making the lecture
possible. This paper is not intended to be a com-
prehensive review, but rather aims at focusing
attention on some interesting phenomena which
we have recently studied in Stockholm under
U.S. Public Health Service grant C 5799 from the
National Cancer Institute. In preparing the paper,
I have drawn freely from the data emerging from
the lines of study followed by the different mem-
bers of a team consisting of the following indi-
viduals besides myself: E. Hammarsten and T.
Lindahl (biochemists), L. Rutberg (microbial
geneticist), A. Rupprecht (physical chemist),
and I. Toplin (chemical engineer).

on application, but obviously it would become
sterile if it had no room for basic studies. These
may then involve "toolmaking," and this paper
is concerned with the establishment of one,
highly artificial environment: that attained under
high hydrostatic pressure. Such techniques may
provide useful tools both in the mapping of
microbial control mechanisms and in the manipu-
lation of those mechanisms with practical aims.
Much of the fundamental work on pressure

effects on microbial systems has been performed
in the United States by Johnson, Haight, Morita,
ZoBell, and many others (for references, see 53),
but here I will not consider enzyme kinetics,
luminescence, or barophilic bacteria. Rather, I
will draw from our own limited experience to
illustrate the points I want to make.

ACTION OF PRESSURE ON FROZEN CELLS

My personal interest in subjecting microor-
ganisms to high pressure was initiated by a
practical problem of biotechnology: how to
disrupt the bacteria in a frozen paste at very low
temperatures. This was of importance for the
removal of labile toxins from Bordetella pertussis
(10), so the problem was studied in some detail,
the initial point being some experiments aimed at
improving existing methods, among them the
classical freezing and thawing procedure. This,
of course, has the drawback of involving many
exposures to relatively high temperatures (9).

Considering the disruption caused by cycling
across the phase-boundary between liquid and
ice I (Fig. 1), it seemed reasonable to assume
that passages across the boundary between ice
I and ice III would have a similar effect, the
crystal structure of ice III being almost 20%
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FIG. 3. Cross section of cylindrical pressure

chamber with slanting specimen tube in axial water-
filled hole. The tube rests on the copper portion of a
"cooling finger" inserted from the right-hand side.
A small thermistor probe, housed in a glass capillary
filled with paraffin oil, used as an electrical insula-
tor, is located near the specimen. Nylon is used for
all gaskets except for the auxiliary Neoprene rubber
gasket below the nylon ring around the plunger.
Nylon is also used for electrical insulation wherever
needed.
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FIG. 2. Disintegration effect of ice-phase transi-
tions. The measurements were made on the super-.
natant from frozen and pressure-exposed cells of
Escherichia coli B (10-ml suspension of 1011 cells
per ml of buffer) centrifuged at 25,000 X gfor 30 min,
after extraction for 2 hr at 0 C with 0.1 M phosphate-
citrate buffer. The brackets indicate the regions for
ten pressure cycles.

more compact than that of normal (I) ice (12,
13, 102). As indicated in. Fig. 1, ice III cannot,
however, exist at normal pressures, so a special
chamber was built for testing the hypothesis.

With this apparatus, it was found that when the
pressure was pulsated up and down in the region
of 2,000 atm at -25 C, disruption occurred as
expected (Fig. 2), yielding cells which looked
quite empty under an electron microscope in
spite of the fact that the envelope was not too
badly damaged (25). When Edebo added the
shearing forces also used by Hughes (49), and
forced the frozen material back and forth through
a narrow cylindrical channel (24), the practical
device needed for our work became available.
It permitted subzero disintegration even down to
a degree where cell-wall antigens become access-
ible to immunodiffusion analysis, and it has been
used with success for the low-temperature prepa-
ration of cell walls from B. pertussis and staphylo-
cocci (10, 108, 109).
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A Paraffin oil temperotur under compression to 2700 kg/cm2
B -N - -H - -'-decompression from-*-
C Water -N--u - compression to -N-
D -N- -N- -decompression from--
E Paraffin oil -ax- -I- compression to 1350 kg/cm2
F -*- -N- -N- -N-decompression from-m-
Broken curves show paraffin oil temperatures measured by
termistor in steel pocket.
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FIG. 4. Temperature pulses associated with compression-decompression of paraffin oil and water. The
measurements were made both with a free thermistor and with the same probe "delayed" by housing in a I-mm
thick pocket of tempered steel (Uddeholm, Sweden; quality Arne).

GENERAL EFFECTS OF PRESSURE AT
PHYSIOLOGICAL TEMPERATURES

Nucleic acid metabolism has been a depart-
ment interest for many years (18, 42, 43, 70,
85), and with the high-pressure equipment
available it was tempting to investigate such
phases of the cellular control mechanisms, where
large volume changes could be expected to occur.
The basis is, of course, that pressure will accele-
rate processes leading to a volume decrease,
whereas any synthesis involving a volume in-
crease will be inhibited. The particular interest
of pressure data in regard to biological processes
derives from the fact that, whereas reactions
involving only small molecules are likely to have
small volume changes, of the order of a few
milliliters per mole, the reactions involving
large molecules, such as protein, may exhibit
very large volume changes, of the order of 100
ml per mole (54).

Affecting volume changes is, however, not the
only way in which pressure may act on the con-
trol systems of the cell. These systems might
also be affected by increased solation of the cyto-
plasm (72), which could cause acceleration of
particle interactions, or by denaturation of critical
enzymes, or changes in pH (53, 76). Obviously,
we could anticipate difficult problems of inter-
pretation, but we also ran into some difficult
technical problems.
The pressure equipment originally used for

disrupting frozen cells proved inadequate, be-
cause it became necessary to measure pressure
and temperature directly in the chamber. Figure
3 shows a cross section of one of the devices now
used, and Fig. 4 illustrates the value of being able
to measure the temperature pulses associated with
compression and decompression (78). It is shown
as a warning to those who might tend to forget
this effect. We did so ourselves in the early work
on phage and bacteria (91, 92), where the expos-
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FIG. 5. Model of cellular control mechanisms with
hypothetical pressure "targets" indicated by letters:
A, B, G, H (= desensitization); C, F (= leakage)
and D, E, I, J, K (= direct effects on DNA). Con-
sidering the evidence for linear processes both in
replication (86) and protein synthesis (57) and also
the theoretical (106) and experimental data (56, 77),
which indicate opposed orientation of the phospho-
diesterbonds in the two coils making up the double
helix, the two strands are shown as heavy vertical
arrows. Initiators and repressors (51) are shown as
spheres not only free in the cytoplasm but also at-
tached to the chromosome. When located at specific
sites (replicator and operator) on the chromosome,
they could be influenced by small molecule effectors
(inducers or repressing metabolites). Those have
been drawn between the strands to illustrate an inti-
mate rnlation to the transcription process and afunc-
tion of the nontranscribed strand (41) as part of an
anchoring or "switch" mechanism, which could be
either reinforced or weakened. Synthesis of repres-
sors and initiators is shown as fine arrows which
indicate a control by specific loci (D, E, I, J).
Replication and protein synthesis in general are
supposed to follow similar linear patterns, except
for the fact that the synthesis of labile messenger
RNA would require both strands (15,27,80,100,107).
DNA synthesis, on the other hand, would proceed
according to the "semiconservative" scheme, i.e., the
chains would separate without breakage and each
would serve as a template for the formation of a
complementary chain (22, 33, 62, 74). The initiator
can, for instance, be visualized as a specific depoly-
merase (60). It, or an electrical event which it trig-
gers, would expose two primer strands (23, 71, 93),
and they would both (101) attract complementary

ures were done in paraffin oil. However, for in-
stance in the studies on transforming deoxyribo-
nucleic acid (DNA), which will be described
below, water was used for transmitting the pres-
sure, and the samples were carefully precooled to
compensate for the unavoidable small tempera-
ture increase (45).

SPECULATIVE MODEL FOR DISCUSSING SOME
POSSIBLE PRESSURE TARGETS

As mentioned above, high hydrostatic pressure
may act on many different levels in the cell, so it
might be useful to consider some possible targets
in terms of some concepts of biochemical genetics.
It must be realized, however, that this necessarily
involves a lot of speculation; therefore, the ideas
condensed in Fig. 5 should only be regarded as a
hypothesis formulated to link up the experiments
reported later.

I use the terminology of Jacob and Monod (51),
who suggest that two types of receivers for signals
from specific regulator genes (regulators) are
located on the chromosome, one triggering
replication (the replicator) and the other protein
synthesis (the operator). In Fig. 5, both a host
and a phage genome are included. The heavy
arrows are DNA strands, and the fine ones

bases and participate in a polymerization event,
which might proceed over a four-stranded structure
(16, 17) held together by unreplicating chromosome
segments by the DNA attached proteins, which may
take over the interbase hydrogen bonds still keeping
the helix in a "quaqi-one-strand-helix" grip (98),
or by some other mechanism. The finishing of one
replication would not necessarily require protein
synthesis (40, 68), but a new cycle would require at
least so much RNA or protein synthesis, or both,
that the initiator level could be maintained. An ele-
ment of competition between protein and DNA
synthesis (83, 96) would seem natural, at least in the
small portion of the chromosome, perhaps 10% (59),
which is supposed to be single stranded at any one
time during the DNA synthesis proceeding during
most of the cell cycle (1, 67, 94, 110). The diagram, of
course, does not exclude that the balance between
replication and synthesis of messenger RNA may
depend on the rate of deoxyribonucleotide formation
from ribonucleotides (20, 84), the synthesis of thy-
midylic acid (36), or the phosphorylation of the
deoxyribonucleotides (61). The phage genome has
been drawn in line with the host genome, but this
does, of course, not exclude the more probable types
of attachment.
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indicate signals to the receivers. The latter can
be considered as specific points on the strands.
They are covered by spheres corresponding to
cytoplasmic switch molecules, which activate
replication (the initiator) or block the operator
(the repressor).
In the cell, both the initiators and the re-

pressors obviously occur attached to specific
codes on the chromosome, as well as in a diffus-
ible form. Let us now assume that the DNA-
attached molecules are of special significance,
and that they themselves-or the electrical
events which they trigger (46)-travel along one
particular nucleotide chain in a direction deter-
mined by the polarity of that strand.
The prerequisite necessary for an electrical

event to run as indicated seems to be that the
strands are unlinked by hydrogen bonds. Such
a situation, unlikely as it might seem, was
actually considered by Spitkovsky (98) as an
explanation for certain spectrophotometrical
data and the great mechanical elasticity of
nucleoprotein. He suggested that protein may
take over the interbase bonds and hold the DNA
in a "quasi-one-strand-helix" configuration. Such
% TRANSFORMING

ACTIVITY.

- ind, I atm.
hist, 1 atm.

- ind, 2700 atm.

hist, 2700atm.

20 90 92 94 96 98 100 *C
FIG. 6. Residual transforming activity of Bacillus

subtilis DNA in 0.15 M NaCl and 0.015 M sodium
citrate (pH 7.9) heated, at a concentration of about
2 pg/ml, to different temperatures for 30 min (see 45).

a structure might actually have been very useful
for the development of the molecule, because it
would tend to preserve the genetic code against
"proton tunneling" (63), making tautomeric
bases in both strands at the same time. If pro-
teins, or ribonucleic acid (RNA) for that matter,
took over the hydrogen bonds, except during the
brief periods of replication, this would greatly
stabilize the genetic message.

Let us suppose that the molecules or charges
traveling along a DNA strand are uninterrupted
by interpositioned switches or blocking mecha-
nisms (inducers and repressors?). They would
then eventually reach a "linker" or a special code,
perhaps one complementary to that characteris-
tic for their point of origin, and would there find
the conditions for switching over, either to the
other strand of the original double helix, or to a
newly synthesized strand. Ldwdin (63) pointed
out that, in the case of transcription, the possi-
bility for a "return journey" along the com-
plementary strand suggests a simple explanation
for the base ratios found in RNA and for the
unwinding of messenger RNA. Another interest-
ing consequence of the strand-switching model is
that an accumulation of molecules or charges
might occur at both ends of the double helix,
but on different strands. This could be significant
for the formation of ring structures (32, 52, 99)
and the type of tertiary organization which
requires alternating polarities of the replicons
making up some chromosomes (35, 58, 81, 103).
When considering high pressure, which cer-

tainly may affect orbital overlaps and 7r-electron
pathways, it becomes tempting to think in terms
of electrical events, but in Fig. 5 the targets have
been illustrated on the physiological level. They
fall into three categories: (i) desensitization of
trigger molecules attached to DNA (A, B, G, H),
(ii) leakage (C, F), and (iii) direct effects on
DNA (D, E, I, J, K).
We may take them in the reverse order and

start by asking: what effect does pressure have
on isolated, transforming DNA?

EFFECTS ON DNA

To determine the effect of pressure on trans-
forming DNA (45), we studied two unlinked
markers (indole and histidine) in the DNA from
Bacillus subtilis (2). This DNA melts between
86 and 92 C, and above that temperature the
biological activity rapidly disappears. A pressure
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FIG. 7. Residual transforming activity of Bacillus
subtilis DNA in 2 M NaCl and 0.001 m sodium
citrate after heating to 100 C for 30 min at various
pressures (see 45).

of 2,700 atm, however, increases the melting
temperature and protects the biological activity
against thermal inactivation (Fig. 6). Similar
effects were observed earlier with enzymes (6,
39, 76). Even pressures lower than 2,700 atm
have an effect on DNA, provided that a certain
threshold is passed. Figure 7 shows that at 100
C this is close to 2,000 atm.

If the loss of transforming activity with time
is studied, the protective function of pressure
becomes conspicuous (Fig. 8); the slow first-order
decrease at 100 C and 2,700 atm probably illus-
trates the hydrolytic splitting off of purine bases,
a phenomenon known to occur at high tempera-
tures (38).

If we assume that the double helix is preserved
under pressure, it is also reasonable to assume
that in such a structure the bases are partly
protected from contact with the solvent. In the
single strand, they would not be similarly pro-
tected, which would explain the higher rate of
breakdown.

Pressure obviously opposes single-stranding,
but will it also affect DNA more directly, for
instance, by causing permanent changes in the
bases at more physiological temperatures than
around 100 C? Considering the induction effects,
which will be described later, we rather expected
that the pressure levels used in our experiments

2700 ATM.

ATM.

20 40 60 80 100 120 140 MIN.

FIG. 8. Residual transforming activity of Bacil-
lus subtilis DNA in 2 M NaCl and 0.001 it sodium
citrate after heating to 100 C for various times
(see 45).

would be mutagenic; however, when Holme and
Edebo (47) tested this by the streptomycin
technique described by Bertani (8), they could
detect no effects at 2,000 or 3,000 atm applied for
30 see or at pressures ranging from 150 to 700
atm with longer exposure times. Actually, an
antimutational effect of pressure had earlier been
reported by McElroy (66), who regarded it as an
indication of a volume increase in the chromo-
some caused by certain mutagens.

EXPERIMENTS ON BACTERIA AND
EXTRACELLULAR PHAGE

The brief pressure period employed in the
experiments just described does not have much
effect on viability. On the other hand, longer
exposures kill many bacteria. The literature
concerning this phenomenon goes back almost a
century and will not be reviewed here, but a few
experiments on Escherichia coli will be mentioned,
because this is the host for the viruses which will
be discussed later.

In the case of E. coli, Johnson and Lewin
(54, 55) showed that the temperature inactivation

VO L. 28) 1964 19
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FIG. 9. Inactivation rates of Escherichia coli B at
different pressures (see 88).

is opposed by pressure; later, Foster and Johnson
(34) found that it also reduces the ability of
infected cells to support phage growth as meas-
ured by burst sizes and latent periods.

In our group, Rutberg (88, 92) studied the
effects on E. coli B in some detail, and found an
exponential increase in the killing effect with
time, the rate being related to the pressure level
(Fig. 9).
We found similar curves for the phages T2 and

T4 (Fig. 10), the former being the most sensitive
(89, 92). This is actually the same relation as
found with ultraviolet exposure, which might
perhaps be regarded as an argument for a DNA
target at very high pressure levels and long
exposure times.

It has been shown that a hybrid from a cross
T2 X T4-having the ultraviolet sensitivity of
T4 and backcrossed nine times with T2, selecting
for the ultraviolet sensitivity of T4-has the
pressure sensitivity of T4 (89). Marker rescue can
also be demonstrated with T-even pressure-
inactivated phage. These experiments strongly

IT4 2220 ATM

1930 ATM

5 10 15 20 MINUTES

FIG. 10. Inactivation rates of phages T2 and T4
(see 89).

support the idea that the target for very high
pressures is the same as that for ultraviolet
irradiation.

If we want to think of the DNA as the "target"
in the low-pressure range also, it becomes neces-
sary to think of the sensitive element as being
exposed in its labile, single-stranded form.

Let us then consider two types of replication,
that associated with cell division and that re-
quired for phage multiplication.
With regard to cell division of normal terres-

trial organisms, this was shown by ZoBell and
his co-workers to be blocked at very moderate
pressures, around 50 to 200 atm, and to be re-
sumed when the pressure is released (111, 112,
113). All these authors worked with unaerated
cultures, but we also obtained the effect in
actively aerated cultures (44). In this case, one
must of course consider the toxic effects of the
diradical oxygen, but under purely hydrostatic
pressure such an effect does not seem very likely.
However, such pressures were found by Britten
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and McClure (14) to cause a conspicuous leakage
of the amino acid pool, and Berger (7) found an
accumulation in the medium of building blocks
for the cell walls of E. coli grown under 50 to 400
atm.

In the model referred to earlier (Fig. 5), leakage
is indicated by the letter C. It will be noted that
the chromosome is illustrated as being intimately
related to the cell wall, a situation suggested by
Jacob and Monod as an explanation for the phys-
iological synchronization of replication and cell
division. Obviously, a leakage of material re-
quired for finishing the cell membrane might
prevent the initiator release and, consequently,
also the replication required for cell division.
However, the cell metabolism would continue,
and swollen forms and "snakes" would appear,
just as was actually found by several investigators
(7, 113).
Other alternatives for the blocking of chromo-

some replication would be a more or less direct
DNA effect influencing the initiator-repressor
synthesis (D, E), or an interference with the
physiological single-stranding. The low pressures
required, and the fact that phage and bacteria
are not killed by such pressures, however, seem
to make the former alternative unlikely, and the
fact that other types of replication, such as phage
multiplication, are unaffected at the pressure
levels in question argues against the second
possibility. This would leave us with essentially
one alternative apart from leakage: desensitiza-
tion, i.e., partial denaturation of the cytoplasmic
switch molecules of Jacob and Monod (51).
These critical control molecules (initiators and

repressors) are supposed to be subjected to
delicate allosteric influences by inducers or
repressing metabolites (75). The latter modify
the signals which reach the chromosome triggers.
The allosteric influence is pictured as a de-
sensitization similar to the loss of sensitivity
toward the inhibitor, without the loss of activity
toward substrate which is known to exist in en-
zymes subjected to partial inactivation or de-
naturation (19, 37, 73). Such phenomena are
well-known effects of the application of hydraulic
pressure (53, 69).

EFFECTS ON THE MULTIPLICATION OF
VIRULENT AND TEMPERATE PHAGE

Much information is available concerning a
very active and highly specialized nucleic acid

FRACT ON
SURVIVING

0,004

TIME IN MINUTES
FIG. 11. Inactivation rates of Escherichia coli B

at different pressures measured by capacity to form
colonies (A at 740 atm, 0 at 1,040 atm, and C at
1,480 atm) and to support T2 multiplication (A at
740 atm, 0 at 1,040 atm, and * at 1,480 atm). (See
88.)

protein synthesis, namely phage multiplication.
What can such a system tell us about the intra-
cellular target of high pressure? How does phage
multiplication, for instance, proceed in bacteria
that are first pressure-treated and then infected?

Figure 11 shows that the capacity to support
T2 multiplication falls off with increasing pressure
at a rate which is not too different from that
showing survival of uninfected cells (88, 92).
This is actually one of the many facts which
indicate that pressure and ultraviolet irradiation
have different targets, ultraviolet treatment being
much more potent in killing the cells than in
destroying the above capacity (3).
A second problem concerns the effect on phage

multiplication, if the pressure is applied after
infection. In this case, Rutberg was able to
demonstrate a sensitivity to 2-min exposures of
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FIG. 12. Effect of 1,260 atm, applied for different
lengths of time, on intracellular multiplication of
T2 phage. Symbols: 0 = 1 minm C = 2 min, =

4 min, 66min. (See 88.)

the intracellular phage, which was much greater
than that exhibited by mature particles (88).
As shown in Fig. 12, the sensitivity is particularly
high during the first 7 min. The one-hit type
curves for the different pressure levels then tend
to converge. After 10 to 12 min, mature particles
could be detected by lysis from without, and
bursts then started to appear, confusing the
phage counting. It seems likely that the extrap-
olated curves give the time required for the
particles to become resistant to the pressure level
used. The fact that the sensitivity of the develop-
ing complexes shows a pattern different from that
observed for ultraviolet treatment (5, 64) is an

additional argument for the assumption that
ultraviolet treatment and low pressure have
different targets.

Figure 13 shows that 2-min pressure exposures

(740 atm) during the period of intracellular phage
development reduce the burst sizes somewhat
(88). It also demonstrates that the latency period

10 20 30 40 50 60 70 80
MINUTES AFTER ONSET
OF PHAGE GROWTH

FIG. 13. Effect of 2-min exposure to 740 atm on
the latency period and burst size measured on
Escherichia coli B infected with T2 phage. Pressure-
treated at time 0, 0; at 7 min, 0; and at 12 min,
A (control, 0). (See 88.)

is largely constant after the pressure exposure,
irrespective of whether this takes place immed-
iately after infection or 7 or 12 min later. This
fact, together with the fact that the late exposures
do not yield bigger bursts than the early ones,
makes it reasonable to assume that pressure stops
phage multiplication, which has to begin from
the start when the pressure is released. In terms
of the model described earlier, this can hardly be
explained as simple leakage of building blocks
of low molecular weight, and more profound
effects, such as destruction of initiator, a reversal
of single-stranding, or both, seem more likely.
The existence of such profound changes is

also indicated by another pressure phenomenon,
phage induction, which was observed in connec-
tion with some early T2 burst-size studies (91).
In this case, we noticed an irregular appearance
of an unknown phage after treatment of E. coli
B (26). The system was, however, very difficult
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o - Control bacteria,* - Control phage.
° - Sample bacteria, a - Sample phage.
The bacteria were exposed to 1040 ATM
for 5 min. at 370C.

20 60 100 140 180 220 MIN.

FIG. 14. Induction of phage lambda in Escherichia
coli K-12 by means of pressure. (See 90.)

to work with, so induction will be illustrated here
with E. coli K-12, where Rutberg had studied the
lambda phage (90). This was a fortunate choice,
because the system has proved to be unusually
apt for this type of induction.
As shown in Fig. 14, E. coli K-12 lyses after the

same latency period as observed in the case of
ultraviolet induction, i.e., about 60 min. By
applying the spraying technique of Six (97),
which depends on blocking the noninduced cells
by spraying the plates with streptomycin (using,
of course, a streptomycin-resistant strain for
plating), Rutberg then determined the actual
number of induced cells. The response followed a
pattern quite different from that seen with
ultraviolet treatment (Fig. 15). It is proportional
to the time of exposure at any one pressure level.
These levels can be quite low, and, by a special
technique, it was actually possible to show in-
duction of 2-min exposures down to a pressure of
150 atm. This should be a memento in ultra-
centrifugation, where such pressures are easily
attained (Fig. 16).

In the high-pressure range, optimal induction
obviously requires short exposure times; other-
wise one may get into the sharp-decline range.
On the one hand, too short an exposure might
return the released phage to an environment of

440 ATM.

_290 A T H~~~29AT.

5 210 1S MIN.

FIG. 15. Induction of phage lambda by different
pressure levels. (See 73.)

immune-type repression, and, on the other, an
extended pressure treatment might interfere
with the escape mechanisms. In both cases, there
would be a reduced induction.
The model used in this paper as a basis for

discussing pressure effects (Fig. 5) indicates that
leakage of a repressing metabolite or an immune-
type repressor could be an explanation (F), but
it seems unlikely that leakage would increase
and decrease with pressure in a way which could
explain the results just described. An inactivation
of repressing metabolites or immune-type re-
pressor might, however, be an alternative ex-
planation. Earlier, a series of arguments against
direct DNA effects of relatively low pressures
were indicated, and in this particular case one
might add that cell suspensions which were
aerated in buffer for 2 hr lost their aptitude for
ultraviolet induction but could still be induced
with pressure.

Pressure actually seems to belong to a different
category than the mutagens and carcinogens
normally used for induction purposes (50, 65).
Unfortunately, at the present time, we can only
guess at the mechanism involved. However,
considerable volume changes take place. Esti-
mates of about 220 ml per mole can actually be
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FIG. 16. Nomogram illustrating the centrifugally
produced liquid pressures in water.

made on the basis of induction data obtained at
30 and 37 C. Such volume changes might perhaps
be expressions of a desensitization of the type
mentioned earlier or of steric alterations in the
replication process (K).
The latter possibility would include alterations

in newly formed single strands of DNA or RNA.
Such strands are probably rather vulnerable
before being stabilized by double-helix formation,
and they might tend to fold to gain a smaller
volume. It is interesting to note that such a

folding or looping process might give us struc-
tures similar to transfer RNA, and that segments
with secondary structure in messenger RNA have
been assumed to be of importance for their bio-
logical function (79).

CONCLUDING REMARKS

As mentioned earlier, the DNA-attached mole-
cules might be important for ring formation and,
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consequently, also for the formation of the type
of secondary structure just mentioned. Stedman
and his group proposed that histones act as gene
inhibitors (21; see also 4), and later such proteins
were actually shown to repress DNA-dependent
RNA synthesis (48). However, much remains to
be learned about the DNA-attached proteins
before one can start to consider the pressure
sensitivity of the DNA-protein complex. A start
in this direction is being made in our laboratory
by Hammersten and his co-workers, who de-
veloped counterflow electrophoresis in the pres-
ence of ethylene glycol as a means of preparing
"functional" nucleoprotein without a denatura-
tion, which might irreversibly attach extraneous

proteins to the molecule complex (28, 29, 30, 31).
Nucleoprotein isolated in this manner contains
less than 0.1% protein, but this has a strong
nuclease activity. The finding of Macheboeuf and
his group (104, 105), that both polymerization
and depolymerization of RNA varies with the
pressure and with the size of the macromolecules
exposed, adds interest to studies aimed at deter-
mining the effect of pressure on the type of
nucleoprotein mentioned.
DNA in the cell exists in the form of nucleo-

protein and, as pointed out before, we must keep
this high degree of organization in mind when
discussing pressure effects. The electron-transport
pathways in nucleoproteins may, of course, be
pressure-sensitive, but information must be ob-
tained about the electrical properties of the
simple deproteinized DNA molecule before one

can consider the nucleoproteins from this point
of view. In this area, our own efforts have so far
been limited to the development of a technique
for bulk preparation of oriented DNA with
retained transforming activity (87).
Hoffman and Ladik (46) regard DNA as a

semiconductor, which has completely filled
valence bands and completely empty conduction
bands; i.e., it behaves as an insulator. These
authors think that electron donors, thermal
excitation, or irradiation may turn the molecule
into a conductor by moving electrons into the
conduction bands. Under the influence of intra-
cellular electrostatic fields, these electrons might
then migrate to the ends of the double helix and
initiate single-stranding by a process of electro-
static repulsion. This hypothesis, which in fact
can easily be fitted into the model presented
earlier, would indicate that pressure, which is
known to increase the electrical conductivity of
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organic semiconducting polymers (82), might
have a very direct effect on the molecule. It is of
interest that electrical fields recently were shown
to stimulate cell division (11).
Apart from the approaches just mentioned,

there are certainly many other roads which may
lead to a better understanding of the mechanisms
of pressure effects. At present, the interpretations
are, of necessity, as loosely knit as indicated by
this paper. Actually, the only general conclusion
which can be drawn at the present time is that
the effects of very low pressures are compatible
with the hypothesis of leakage, that higher pres-
sures add involvements of cellular control mecha-
nisms, and that the highest pressure levels may
cause irreversible DNA changes. However, the
effects on the cellular control mechanisms are
obscure, and when I have focused on replication
and DNA transcription into RNA it is little more
than a guess, which must be proved or disproved
by future experiments. In any event, such experi-
ments will certainly further emphasize one fact,
clearly shown by the investigations of Johnson
et al., namely, that pressure may be a very useful
tool in molecular biology. It might some day also
be of value in the applied areas, where it might
be put to use in blocking cell division, without
necessarily stopping the metabolism, or in releas-
ing defective viruses, for example.
However, not only the microbiologist, but also

other scientists, might find it rewarding to remem-
ber to include pressure among their parameters.
Schramm and his co-workers (95) synthesized
polynucleotides at atmospheric pressures in a
nonenzymatic environment, and it is, of course,
well known that pressure accelerates many
polymerizations. Temperature denaturation and
protection against this effect by pressure may also
have been two important links in a development
process of such macromolecules as nucleic acid in
the abysmal depths of the oceans on our primitive
earth.
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INTRODUCTION

In the past, there have been two principal
methods available for the study of the patho-
genesis of virus diseases. In the first method,
organs and tissues from infected animals were

sectioned and examined by routine histological
techniques. Many valuable observations were

made about the organs affected and the type of
lesions produced, but it was often difficult to
know exactly which cells were infected except
when typical inclusion bodies were present. Often
the studies were limited to material taken very

late in the disease or after death, so that little
was learned about the spread of infection through
the body and the development of lesions.

Fenner's work on ectromelia infection in mice
(55) is the classical example of the second type
of study of the pathogenesis of virus diseases.
Using what may be called the routine titration
approach, he assayed organ and tissue suspensions
at different times after infection, and was able to
analyze the events which preceded the outward
signs of disease. Fenner focused attention on the
incubation period in virus-infected animals;
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