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ABSTRACT

Wehavedevelopedasimplebut powerfulmethod and
webserver toquickly locatechargedandhydrophobic
clusters in proteins (http://www.netasa.org/qgrid/
index.html).For thechargedclusters,eachatomin the
protein is first assignedachargeaccording toastand-
ard force field. Then a box is created with dimensions
corresponding to the range of atomic coordinates.
This box is then divided into cubic grids of selected
size, which now have one or more charged atoms in
them. This leaves each grid with a certain amount of
charge.Cubicgridswithmore thanacutoff chargeare
then clustered using a hierarchical clusteringmethod
based on Euclidean distance. A tree diagram made
from the resulting clusters indicates the distribution
of charged and hydrophobic regions of the protein.
Hydrophobic clusters are developed by grouping the
positions of Ca atoms of such residues. We propose
that such a tree representation will be helpful in de-
tectingprotein–protein interfaces,structuresimilarity
and motif detection.

INTRODUCTION

Positive and negative charge clusters in proteins have been
implicated in different biologically important functions and
their importance has been realized for among other things,
protein–protein interactions, DNA-binding, Ca+ and Na+ chan-
neling and gating, electron transport and domain swapping
(1–8). Similarly, hydrophobic clusters have been found to
be of central importance in determining the stability, folding
pattern, guanosine diphosphate (GDP) dissociation and similar
properties of proteins (9–13). Despite enormous need to detect
such charged and hydrophobic clusters in proteins, there is no
web server to allow molecular biologists to detect such regions
in proteins quickly. Molecular structure visualization pro-
grams such as Rasmol (now Protein Explorer) (14), Chime
(http://www.mdli.com/) and VMD (15) may at best be used to

locate surface distribution of residues and generate Connolly
surfaces. Apart from their inability to locate the clusters in the
interior of the protein, their very three-dimensional rendering
makes it impossible to visualize the overall distribution
without a need to rotate the structure and explore all possible
orientations. Here we present a web server which can give the
distribution of charged and hydrophobic regions and allow
their quick visual location in a nutshell in two-dimensional
cluster-tree diagrams. These two-dimensional diagrams allow
us to inspect clusters in every part of the protein and present
the results in a more concise manner which is free from the
protein orientation and overall symmetry properties such as
molecular chirality.

MATERIALS AND METHODS

The principle of Qgrid is quite straightforward. The atomic
co-ordinates are read from a PDB-formatted file (16). Charges
are assigned to every atom according to a standard force field
[the current implementation uses parameters from Cornell
et al. (1995) (17)]. Using these potentials, the box parameters
are calculated by choosing the extremities and forming a cube
along those dimensions. This box is then divided into cubic
grids of a selected dimension. The center of each grid now
identifies it uniquely and (for charge clustering) charges are
calculated on each grid (which may be due to one or more
atoms falling inside the grid). Using these values of charges
the cubic grids are clustered using a simple criterion of Euclid-
ian distance and hierarchical clustering. For generating the
postscript tree structures, cluster diagrams and the distance
tables, we use the open source free software provided by
P. Kleiweg (http://odur.let.rug.nl/~kleiweg/indexs.html). For
hydrophobic clusters, charges are not assigned to all atoms.
Only the Ca atoms of hydrophobic residues are assumed to have
a pseudo-charge of 1.0 each. The rest of the clustering proceeds
in the same way as that of the charged grids. Chain breaks are
implemented whenever clustering of only one chain is desired.

Clustering is started by first calculating the pairwise
(Euclidean) distance between the grid centers. Once the first
distance matrix is available, the first branches of the tree are
constructed based on these distances. These first-level clusters
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(or pairs) are then joined by calculating distance between
pairs. The distance between the clusters (or pairs) here is
defined in two ways. In the group average or average linkage
method each cluster location is the geometric center of all the
points (grid centers) in the cluster. In the single linkage
method, this distance refers to the distance between the nearest
two points (grid centers) in the two clusters. The group average
clustering makes more sense if the cluster geometry is
spherical or closer to spherical. The single linkage may be
useful if the cluster members in the original structure are less
spherical in nature. Furthermore, single linkage will be pre-
ferable when a cluster of residues may be caused by successive
attachment of residues to a region of interest, e.g. hydrophobic
residues in a transmembrane helix. On the other hand group
average or average linkage will reflect a more realistic situa-
tion if members of a cluster are all important to each other as is
the case of hydrophobic cores in proteins and charged patches
in DNA binding proteins. This process of joining pairs of grids
and sub-clusters is continued until all grids have been joined
and is termed ‘hierarchical clustering’.

QGRID QUERY INTERFACE

Qgrid has a simple HTML query interface, which takes the
following inputs as the options (Figure 1):

File upload or PDB code: This is simply the four-letter PDB

code of the protein for which clusters are desired. We have a

local mirror of PDB from which this data will be subsequently

retrieved for calculations.

Cluster type: Here the users can decide if they want to

generate a cluster of hydrophobic or charged regions. This

field input is implemented by way of <select> and <option>
keywords in HTML. Only two options are provided in the

current implementation.

Chain name: This field is also provided by way of <select>
and <option> tags. All possible chain names are provided as an

option and users can select their chain by a pull-down menu.

This field is case sensitive.

Charge cutoffs: Once the grids are formed according to

the dimensions of the protein, there is no need to include all

grids in the final clusters. This option will remove all those

grids which have a charge less than the selected cutoff. In

order to avoid nonsensical user inputs in this field, we do not

allow text input and provide a choice of numbers which can be

selected by users. In hydrophobic clusters, it will eliminate

those grids which have less than this number of Ca atoms

from any hydrophobic residue (only integer values will make

sense).

Grid size: This option will be needed if the protein size is

too big or too small, in order to make the graphical outputs

manageable/visible. Large grid size will give smaller tree

diagrams and vice versa. Users can select from a list of options

provided here.

Tree joining and clustering method: Here users can select

how the distance between two clusters is calculated.

Description of these methods is already provided above.

Figure 1. Query interface of Qgrid.
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QUERY RESULTS

The main output format of this server is postscript. Once the
query is submitted a tree diagram in postscript format will be
placed in a temporary HTML folder from where it can be
downloaded almost immediately. The query result just
provides the link to the page where results are expected.
The generated postscript file may either be saved on a local
system to visualize later or be seen within the browser. Results
of postscript data are best viewed using ghostview (http://
www.ghostscript.com;http://www.gnu.org/software/ghostview/
ghostview.html) and we recommend use of this software for
viewing these files, especially because it is free and open
source software. For further convenience of online viewing,
these postscript files are also converted to GIF and PDF
formats and the same can be viewed from the link on the
query results.

INTERPRETING THE CLUSTER TREE

The simple nature of the tree diagram leaves little need for
explanation as the distances in the tree branches are self-
explanatory. In summary, each node or grid of the cluster is
identified by a notation which provides useful information
about the location of that node (Figure 2). The first three
numbers on the nodes represent the indices of the grids
along the x-, y- and z-axes of the box. The fourth index is
the name of the residue which falls in this grid (only one
residue name will appear for brevity). The next is the residue
number in the original PDB data. Then the name of the atom
from that residue, located within this grid, is presented (again,
only one atom name will be shown for one grid). This is
followed by the index of that atom within the atoms of the
residue mentioned on the left. The last entry in this line refers
to the total charge on that grid. Lengths of the tree nodes refer
to the actual distances and hence the location of clusters in
space can be easily understood. At the bottom of the graphics a
scale is made to estimate the locations for these nodes and
clusters. A complete map of cubic grids and how each atom of
the protein was assigned to the grids is also available through a

link at the bottom of the query result page. This may be helpful
in examining each grid for its atomic contents in a more
detailed manner.

APPLICATIONS

Detection of charged and hydrophobic clusters in proteins
based on the above method can be used for the following
purposes:

Detection of the number and size of the charged and
hydrophobic clusters in proteins: By simply looking at the

tree diagram, the compactness of these clusters and their

separations can be immediately estimated.

Comparison of structures: It has been noticed by looking at

various charged and hydrophobic clusters that domains and

chains in proteins that have similar structures form similar

types of tree. Hence, this property can be used for comparing

two protein structures. In the case when one molecule is a

stereoisomer of the other, the root mean square distance

between the superimposed structures will fail to detect the

structural similarity. However, because the distance tree

diagrams are directionless, two mirror images of molecules

will form identical tree structures. This property can be used

for comparing such structures.

Detecting new structure motifs: This is an interesting

potential application of such cluster trees. Currently, structure

motifs are represented in terms of their secondary structure

elements (e.g. HTH for helix–turn–helix). Conserved

charged and hydrophobic regions can also be represented

using this method, such that similar structure patterns will

have similar substructure in their cluster tree diagram. One

advantage here is that we can introduce the information

about charge/hydrophobicity naturally into such representa-

tions. We are working on compiling a database of such

representations of motifs.

Complementary structures for protein–protein interactions:
A positively charged domain structure should be a structural

complement of a similar negatively charged domain structure.

Such complementary structures can be detected by visual

inspections of their charge clusters, made by Qgrid.

Detection of transmembrane segments in membrane
proteins: One application of Qgrid may be to locate the

hydrophobic clusters in a protein in order to hypothesize

transmembrane regions of such proteins. Transmembrane,

helical, beta barrel and other proteins are observed to form

hydrophobic clusters and proximity of hydrophobic grids

will be a good measure of the spatial distribution of such

segments.

CONCLUSION

We developed an online web server by which charged and
hydrophobic clusters can be located in proteins. Inputs of the
server are the PDB code and chain name, and several user
options are available to detect clusters in a two-dimensional
tree diagram. These charged and hydrophobic clusters can be

Figure 2. An example output of Qgrid (a hydrophobic cluster tree for a
transmembrane protein PDB code 1e54; grid size = 6.0 Å and pseudo-
charge cutoff of 2.0, i.e. the minimum number of Ca atoms of a
hydrophobic residue in a grid is two; clustering is based on average linkage).
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used to identify functionally and structurally important regions
in proteins. In addition, such representations have a promising
application in structure comparison and detection of motifs
and complementary structures.
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