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Abstract 

EHR usability has been identified as a major barrier to care quality optimization. One major challenge of improving 

EHR usability is the lack of systematic training in usability or cognitive ergonomics for EHR designers/developers 

in the vendor community and EHR analysts making significant configurations in healthcare organizations. A 

practical solution is to provide usability inspection tools that can be easily operationalized by EHR analysts. This 

project is aimed at developing a set of usability tools with demonstrated validity and reliability. We present a 

preliminary study of a metric for cognitive transparency and an exploratory experiment testing its validity in 

predicting the effectiveness of action-effect mapping. Despite the pilot nature of both, we found high sensitivity and 

specificity of the metric and higher response accuracy within a shorter time for users to determine action-effect 

mappings in transparent user interface controls. We plan to expand the sample size in our empirical study. 

Introduction 

Electronic health record systems (EHRs) are the most critical form of IT penetration in the healthcare system. Being 

increasingly integrated across every aspect in healthcare delivery, EHRs are expected to be the powerful means to 

optimize quality of care. However, the National Research Council reported that current health IT applications 

provide little support for clinicians’ cognitive tasks, increase the chance of error, and add to rather than reduce 

workload due to underutilization of human-computer interaction (HCI) principles [1]. Although usability, or human 

factors, has been widely recognized in the medical device industry since 1988 [2], it is currently a big challenge to 

improve the usability of complex EHRs. 

Several differences between the medical device industry and the EHR industry shed light on practical solutions to 

the EHR usability challenge. First, unlike the former with human factors design process addressed in the American 

National Standard [3], AMIA Usability Task Force identified barriers in the EHR industry to adopt user-centered 

design process, such as different user types in one organization and significant process variations across different 

organizations [4].  

Second, designing and evaluating EHRs become more complicated in organizations that are developing safer and 

more efficient processes. The uncertainty as to the fitness of EHRs for complex socio-technical systems coincides 

with the uncertainty of radical transformation in the organizations. A viewpoint from research scholars beyond the 

healthcare arena attempts to tackle such technology-and-institution co-evolving phenomena by engaging two fields -

-- IT research and organization studies --- in conversation [5].  

Third, unlike ready-to-use medical devices delivered to the market, EHRs often require a significant amount of 

configuration made by local health IT personnel, especially for large healthcare systems. The functioning EHR that 

clinicians interact with is in fact the joint effort by the EHR vendor and the local IT department. Different from 

medical device manufacturers being held accountable for usability from early design phase [6] to post-market 

surveillance [7], it is yet not clear which entities should take the responsibility for improving EHR usability.  

Last, unlike medical device manufacturers with established human factors programs and designated staff, healthcare 

organizations lack IT personnel with the expertise in usability engineering and usability evaluation. EHR analysts in 

healthcare organizations perform needs assessment, deliver ready-to-use EHRs, and directly support EHR use in 
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dynamic clinical and organizational contexts. However, only technical skills on EHR configuration and trouble-

shooting in combination with a good understanding of clinical needs are currently required for this job role. 

Due to the above usability challenges in the EHR world, practical tools that can be operationalized by IT personnel 

with minimum training in usability are in urgent demand. Healthcare organizations need to be the key players on 

assuring EHR quality use in dynamic contexts. Among numerous usability evaluation methods, analytical inspection 

is the efficient approach to screen for low-level predictable usability problems on end user interfaces (UIs). Since 

the scope of EHR configuration is often limited to textual labels of UI controls, cognitive ergonomics issues should 

be the first priority for healthcare organizations. Cognitive ergonomics focuses on the understanding of human 

cognitive abilities and limitations in the contexts of work in order to “improve cognitive work conditions and the 

overall performance of human-machine systems”.[8] The goal of this research is to develop a set of reliable and 

valid inspection criteria for EHR analysts without systematic training in cognitive ergonomics.  

Background 

Usability is a multi-faceted concept in the quality model in ISO 25010 Software Quality Requirements and 

Evaluation (SQuaRE) and in the definitions published by research scholars [9, 10]. In spite of different opinions on 

usability components and measures, whether user interfaces (UIs) are easy for users to learn to use is one of the few 

in agreement. Clinicians highly desire EHRs that they can easily figure out how to use due to the time-pressured and 

interruptive work environment.   

Analytical Inspection 

Usability evaluation methods vary in the scope, theoretical basis, input, and output. Those that do not require user 

observation as the input during the evaluation are classified as analytical methods. Some are based on mathematical 

models such as GOMS model [11]; others are not and are generally referred to as analytical inspection, including 

heuristic evaluation [12], expert review, and cognitive walkthrough [13]. While saving a substantial amount of 

resources on collecting raw data from users and analyzing them, analytical inspection has limitations on the scope of 

usability issues being detected and evaluator effects [14].  

In the effort of comparing different analytical inspection methods, a set of criteria based on the quantity of usability 

problems detected were proposed [15]. However, depending on the theoretical basis, these methods vary in the 

scope of targeted usability problems, and the concept of usability itself consists of multiple facets in very different 

nature. Simply using problem count as the indicator to compare inspection methods has been criticized [16].  

A more helpful guidance for usability practitioners is to distinguish the scope of each method, that is, “what kinds of 

usability problems a method is and is not good for finding” [17]. Criteria based on the characteristics of the method, 

including reliability, validity, and downstream utility, are meaningful parameters for method evaluation. Reliability 

is the extent to which same input can yield same output regardless of the evaluator who applies the method, that is, 

there is very little evaluator effect [17]. Validity is “the extent to which the findings from analyses conform to those 

identified when the system is used in the ‘real world’’ [17]. Downstream utility describes the usefulness of the 

findings in informing redesign [17]. Downstream utility is especially important for analytical inspection methods 

because the ultimate goal of early-stage usability evaluation is design improvement.  

Heuristic evaluation is a widely adopted inspection method. However, it relies on a limited set of loosely defined 

principles, which results in significant evaluator effect or low reliability across evaluators [14]. A method with low 

reliability means that the quality of its findings is highly inconsistent.  

Cognitive walkthrough is an inspection method based on a cognitive model that guides evaluators through users’ 

cognitive activities while performing tasks in “walk-up-and-use” applications (i.e. those that can be used with little 

training). In spite of the more structured evaluation procedure, usability problem detection is still subject to the 

evaluators’ experience. Its focus on evaluating “the ease with which a user completes a task with minimal system 

knowledge” [18] makes it especially important to EHR usability.   

The inspection criteria under development in this research are based on the same theoretical foundation as cognitive 

walkthrough and the goal is to improve the reliability and validity of usability inspection when the method of 
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cognitive walkthrough is employed. The inspection criteria are intended to provide guidance on identifying usability 

issues that make it difficult for users to figure out how to complete tasks, which will be further described in the 

following section.  

Theoretical Foundation 

To specify the different types of issues within this general scope and explain the theoretical basis of the proposed 

inspection tool, an overview of the resource model from the HCI field is provided here. The resource model explains 

how users figure out how to interact with UIs. The term resource, or task-critical information, is defined as the 

information that can be utilized by users to make interaction decisions [19]. The information on the UIs not only 

constrains what actions are possible but also helps users decide which action to take in order to accomplish their 

goals [20].  

Users’ interaction strategy varies depending on the available resources in the specific scenario [19]. Plan following 

strategy requires a pre-defined sequence of actions (i.e. plan), which is usually developed through systematic 

training. However, when there is adequate information on the UIs, users can figure out each action responsively 

without a pre-defined plan, which saves the mental cost of constructing and executing a plan.  This less costly 

interaction strategy is named as goal matching. By matching the effect of a possible action with the current goal, 

users make interaction decisions without advance planning [19].  

Table 1. Resource categories defined in the resource model [20] 

Resource Category Definition 

Goal A desired state of the world  

Current state A collection of attributes used to judge whether the state is closer to the goal  

Plan A pre-defined sequence of actions   

Action possibility Whether an action can be made or not  

Action-effect mapping Link between an action and its effect that will take place after the action is executed 

Interaction history A list of already-taken actions  

The resource model reveals the association between resource category and interaction strategy. It provides a general 

guidance on how to determine what resource should be made readily available on the UIs in order to facilitate an 

interaction strategy. However, this theory fails to provide an operationalizable tool to determine whether or not task-

critical information is effectively presented on user interfaces. If certain task-critical information is not effectively 

presented on the user interface, users have to retrieve that information from their memory, which incurs unnecessary 

cognitive effort.  

As to EHRs, low cognitive effort of figuring out how to use is strongly desired because clinical documentation and 

business operations should not be an additional burden to clinicians’ working memory which is already reaching its 

limit due to the high demand on productivity and safety in a work environment full of interruptions. According to 

the resource model, action-effect mapping is the key task-critical information that makes the less costly strategy goal 

matching feasible for users. Therefore, the analytical inspection criteria are developed particularly to provide 

guidance on how to determine whether or not action-effect mapping is effectively presented on user interfaces.  

Methods 

Preliminary Study 

Initially, a metric for cognitive transparency was developed as a tool to guide the inspection of EHR user interfaces 

(UIs) for ease of use and ease of learning. As shown on Figure 1, the concept of cognitive transparency refers to 

clear representation of both operations and object-operation relations on UIs so that users can understand what will 

happen at the work domain level if they click on the UI controls. If the operation of the work that will be 

accomplished using the UI control is clear on the UI, the operation is considered as being externally represented 

according to the distributed cognition theory [21, 22]. If the operation is not clear on the UI and requires prior 
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knowledge in the user’s mind, it is considered as being internally represented. Same applies to object-operation 

relation. When both of the operation and object-operation relation are externally represented on the UI, the UI 

control is considered as cognitively transparent. The concepts of operation, object, internal representation, and 

external representation will be illustrated using concrete examples given on Figure 2. 

 

Figure 1. Initially proposed analytical approach: metric for 

cognitive transparency 

On the top of Figure 2, the UI control with the textual label “Edit” is located next to a medication. Clicking “Edit” 

enables the user to edit that particular medication, where edit is the operation of the work that will be accomplished 

by clicking “Edit” and the particular medication is the object. In this case, both of the operation and object-operation 

relation are effectively presented on the UI, or externally represented. The UI control is cognitively transparent. On 

the bottom of Figure 2, the effect after clicking the UI control with the label of a medication name is not presented at 

all on the UI. It requires the user to have prior knowledge about the actual effect of this action. In this case, the 

object is the medication which seems clickable; however, the operation of the work that will be accomplished by 

clicking the medication name is internally represented. Thus this UI control is not cognitively transparent. 

 

Figure 2. Examples of clickable user interface elements 

The validity of this metric was tested in this preliminary study. One evaluator applied the metric to a set of clickable 

UI controls to predict if they are cognitively transparent or not. The UI controls were selected from E-Prescribing 

Use Case in three ambulatory EHRs. Three participants with general computer experience were recruited. With the 

original EHR screenshots presented, participants were asked to anticipate work domain effect of clicking the 
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selected UI controls, that is, “what do you think will happen in terms of the work that you are doing if you click 

this”. Participants’ anticipations were compared to the actual work domain effect of clicking those controls in the 

live EHRs. If the anticipations from all of the three participants match the actual effect, the UI control was 

empirically classified as cognitively transparent. If the anticipation from at least one participant does not match the 

actual effect, the UI control was empirically classified as not cognitively transparent. Subsequently, the predictions 

made using the metric were compared with the classification based on participants’ anticipations. The specificity 

and sensitivity of the metric were analyzed. 

Exploratory Experiment 

Based on this initial metric, a set of inspection criteria were developed for health IT personnel with minimum 

training in cognitive ergonomics to identify issues of presenting action-effect mapping on UIs. According to the 

resources model, UIs where action-effect mapping is effectively presented are hypothesized to be easier for users to 

correctly match their goals with possible actions on the UIs.  

The exploration for the validity of the inspection criteria on action-effect mapping began from UI controls that 

enable initiation of entry tasks. The proposed inspection criteria are explained in Table 2. Based on the proximity 

compatibility principle, the object can be directly presented on the label of the UI control or indirectly presented via 

immediate neighbor element(s). Published studies have demonstrated that unlabeled icons are significantly more 

difficult for novice users in all ages to interpret than textual labels [23]. Therefore, only texts or well-recognized 

symbols are considered as effective presentation.  

An exploratory study was conducted to test whether user performance differs between EHR UI controls with 

effective presentation of action-effect mapping versus those without. Due to lack of published information on UI 

factors that affect human performance in relevant experiments, screenshots from several EHRs with multiple 

variations were used in this exploratory study.   

Table 2. Proposed inspection criteria for EHR UI controls that initiate entry tasks 

Effective Presentation* Location Form 

Operation On the same UI control Text or symbol (e.g. “+” = add) 

Object** 

On the same UI control Text 

Immediate neighbor  
Text (usually as a header) 

View-only display of instances (e.g. a list of medications) 

*A UI control is considered to be transparent only if both the operation and the object involved are effectively 

presented. 

**The object is considered to be effectively presented as long as it falls in any of the three situations. 

 Stimuli 

A total of thirteen screenshots were extracted from four commercial EHRs. The work domain effects of selected UI 

controls were initiating prescription entry, initiating problem entry, initiating allergy entry, and initiating lab order 

entry. These screenshots were presented randomly to each participant via online first-click testing software 

Chalkmark (Optimal Product, New Zealand). 

 Participants and Procedures  

Four physicians with no prior exposure to these particular EHRs were recruited. During the experiment, they were 

asked to click on the presented screenshot to achieve a given goal. Prior to each screenshot being presented, one goal 

was indicated on the prompt, which corresponded to the work domain effect of the target UI control. An example 

prompt is “you would like to prescribe a medication (or order a laboratory test, etc.) to this patient. Where would 

you click to begin?”. The location of their mouse click on each screenshot was collected together with the duration 

from the screenshot being presented to mouse click (i.e. response time). 
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 Confounding Factors      

The variation in the quantity of textual words and pictorial icons on these screenshots was hypothesized to affect 

participant performance in addition to the independent variable in this exploratory study. The word count and icon 

count on each screenshot were analyzed with test patient data excluded. 

Results 

Preliminary Study 

The percentages of UI controls with metric-derived prediction matching the empirical classification are presented on 

Figure 3. In EHR 1, among 35 target UI elements, 60% were predicted by the metric as transparent and had all of the 

three subjects’ anticipations matching the work domain effect in the live EHR (i.e. empirically classified as 

transparent); 31% were predicted as not transparent and had at least one subject’s anticipation not matching the work 

domain effect in the live EHR (i.e. empirically classified as not transparent); 6% were predicted as not transparent 

but empirically classified as transparent; 3% were predicted as transparent but empirically classified as not 

transparent. In EHR 2, among 17 target UI elements, 70% were predicted as transparent and empirically classified as 

transparent; 12% were predicted as not transparent and empirically classified as not transparent. In EHR 3, among 

18 target UI elements, 50% were predicted as transparent and empirically classified as transparent; 39% were 

predicted as not transparent and empirically classified as not transparent.  

 
Figure 3. Proportions of UI controls with metric-derived 

prediction matching or not matching empirical classification 

 

The specificity and sensitivity of the metric in each EHR are presented on Table 3. This preliminary study suggests 

that the cognitive transparency metric has high sensitivity and acceptable specificity.  

Table 3. Specificity and sensitivity of metric for cognitive transparency  

 Sensitivity Specificity 

EHR 1 91% 92% 

EHR 2 92% 50% 

EHR 3 100% 78% 

 

Exploratory Experiment 

Accuracy of response was determined by comparing the location of a participant’s mouse click on the screenshot 

with the location of the target UI control. The small sample size (i.e. number of screenshots) in this exploratory 
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study makes it difficult to detect any statistical significance from the results. Basic data analysis was carried out to 

look for any potential difference in the two measures (i.e. accuracy of response and response time) between two 

groups of UI controls. 

As shown in Table 4, the average accuracy of response for the group of UI controls with action-effect mapping 

effectively presented was 63%, whereas that for the group with action-effect mapping ineffectively presented was 

33%. The average response time for the former group was 19 seconds, whereas that for the latter group was 28 

seconds.  

 

Table 4. Average accuracy of response and average response time for UI controls with effective or ineffective 

presentation of action-effect mapping  

Presentation of 

Action-Effect 

Mapping 

Number of 

Stimuli 

Participant Performance 
Average Word 

Count (Icon) Average Accuracy of 

Response 

Average Response Time 

(seconds) 

Effective 10 63% 19 80 (30) 

Ineffective 3 33% 28 75 (39) 

 

UI controls with action-effect mapping effectively presented according to the proposed inspection criteria appeared 

to have a higher average accuracy of response with a shorter average response time. The average word count and 

average icon count were similar among the two groups of UI controls, suggesting that the quantity of words or icons 

may not be a contributing factor to the difference in participant performance. 

Discussion 

The EHR industry urgently needs HCI theories to be translated into inspection tools that can be operationalized by 

health IT personnel with minimum training in cognitive ergonomics, which empowers healthcare organizations to 

improve EHR usability and thereby assure EHR quality use in dynamic operational and clinical contexts.  

Among different components of usability, clinicians strongly desire EHRs that are easy to figure out how to use 

without systematic training and memorization. Operating EHRs at the point of care should incur little unnecessary 

cognitive effort and clinicians’ limited mental capacity should be focused on patient care. The theory-based criteria 

under development in this research are targeted at supporting analytical inspection of EHR UIs from this aspect. 

Analytical inspection is the efficient approach to detecting low-level predictable usability problems because it does 

not require collection of raw data from user observation. The quality of findings relies on the theory basis of the 

inspection method or tool. Healthcare organizations can benefit the most from the HCI field by employing validated 

inspection tools in the EHR configuration process.  

However, there is little agreement on how to empirically validate an inspection tool.  The preliminary study and the 

exploratory experiment reported above are validation attempts using different research design. In the preliminary 

study, the target UI controls was pointed out on the screenshots presented to participants, and the raw data collected 

from participants were their anticipations of work domain effects after clicking those UI controls in live EHRs. In 

contrast, the exploratory experiment presented screenshots to participants without pointing out the target UI controls, 

but with specified goals that corresponded to the work domain effects of the target UI controls. The participants’ 

choices of UI controls for the given goals were the collected empirical data. The research design in the exploratory 

experiment well simulated user interactions in the real world, compared to the preliminary study, thus will be 

adopted in future research on validating other proposed inspection tools.  

Although objective performance measures, such as the location of clicking, are more robust indicators of the 

effectiveness of use than subjective measures, such as confidence rating, it is still important to include subjective 

measures in future research to understand participants’ subjective perception with regard to the clarity of UIs. Other 
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UI factors that are different across EHRs and may affect human performance were not controlled in the exploratory 

experiment. A controlled experiment will be conducted in the future to establish the causal effect relationship 

between the effectiveness of action-effect mapping presented on UIs and participants’ accuracy of response. 

Meanwhile, it is critical to expand the sample size so that statistical significance can be tested. 

In addition to validity, reliability is another key criterion to evaluate inspection tools. Future research will test the 

reliability of the proposed inspection tools. Multiple evaluators with various levels of experience in usability will 

independently apply the inspection tools to detecting ineffective presentation of action-effect mapping on EHR UIs. 

Their detection results will be compared and analyzed statistically.  
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