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Mutator phenotypes create genetic diversity that fuels tumor
evolution. DNA polymerase (Pol) e mediates leading strand DNA
replication. Proofreading defects in this enzyme drive a number of
human malignancies. Here, using budding yeast, we show that
mutator variants of Pol e depend on damage uninducible (Dun)1,
an S-phase checkpoint kinase that maintains dNTP levels during
a normal cell cycle and up-regulates dNTP synthesis upon check-
point activation. Deletion of DUN1 (dun1Δ) suppresses the muta-
tor phenotype of pol2-4 (encoding Pol e proofreading deficiency)
and is synthetically lethal with pol2-M644G (encoding altered Pol e
base selectivity). Although pol2-4 cells cycle normally, pol2-M644G
cells progress slowly through S-phase. The pol2-M644G cells toler-
ate deletions of mediator of the replication checkpoint (MRC) 1
(mrc1Δ) and radiation sensitive (Rad) 9 (rad9Δ), which encode
mediators of checkpoint responses to replication stress and DNA
damage, respectively. The pol2-M644G mutator phenotype is par-
tially suppressed by mrc1Δ but not rad9Δ; neither deletion sup-
presses the pol2-4mutator phenotype. Thus, checkpoint activation
augments the Dun1 effect on replication fidelity but is not re-
quired for it. Deletions of genes encoding key Dun1 targets that
negatively regulate dNTP synthesis, suppress the dun1Δ pol2-
M644G synthetic lethality and restore the mutator phenotype of
pol2-4 in dun1Δ cells. DUN1 pol2-M644G cells have constitutively
high dNTP levels, consistent with checkpoint activation. In con-
trast, pol2-4 and POL2 cells have similar dNTP levels, which decline
in the absence of Dun1 and rise in the absence of the negative
regulators of dNTP synthesis. Thus, dNTP pool levels correlate with
Pol e mutator severity, suggesting that treatments targeting dNTP
pools could modulate mutator phenotypes for therapy.
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Many cancers defy treatment despite substantial investments
in the development of anticancer drugs. Those cancers that

do respond to chemotherapy often evolve resistance, necessi-
tating a steady supply of new therapies. An alternative strategy is
needed that takes into account evolutionary theory. The re-
calcitrant nature of cancer lies in its origin and treatment. Sus-
tained selective pressure during neoplasia and chemotherapy
favors cells with an elevated mutation rate (“mutator pheno-
type”) that acquire adaptive mutations more readily (1, 2).
Mutator phenotypes result in reservoirs of genetically diverse
cells from which resistance arises. The unifying feature of many
of these cells is a mutator allele. Thus, therapies that target
mutator phenotypes represent a rational way forward. Attenua-
tion of mutator phenotypes may slow tumor progression or im-
prove conventional chemotherapy by slowing the evolution of
drug resistance. Alternatively, synthetic–lethal interactions be-
tween mutator phenotypes and other pathways may be used to
kill tumor cells selectively. Increasing mutation rate beyond
a threshold may compromise replicative fitness directly or en-
hance the overall immunogenicity of the tumor clone.

The best-characterized mutator phenotype in cancer derives
from mismatch repair (MMR) defects, which increase point
mutation rate and microsatellite instability. MMR defects lead
to colorectal cancer (CRC) and endometrial cancer (EC) (3),
among others. MMR cooperates with DNA polymerase proof-
reading to correct polymerase errors, which are the most abun-
dant known source of potential mutations in dividing cells (4).
Recently, germline and somatic mutations have been described
affecting human POLE, encoding the catalytic subunit of poly-
merase (Pol) e. Evidence from yeast and human studies indicates
that Pol e performs the bulk of leading strand DNA replication
(5–9). POLE mutations affecting the proofreading exonuclease are
found in 3% of CRC and 7% of EC (6, 10–14). Mutations affecting
the proofreading function of Pol δ, the main lagging strand DNA
polymerase, were also observed, although less frequently (6, 10–14).
These observations support the hypothesis that maintenance of
DNA replication fidelity restrains neoplasia in humans, as first
observed in mice (15–17), and advance mutator polymerases as
important targets to consider for therapeutic intervention.
Given the high conservation of DNA replication machinery, the

yeast Saccharomyces cerevisiae represents an ideal system with
which to identify genetic pathways that influence mutator phe-
notypes (18–20). The pol2-4 allele, encoding proofreading-
deficient Pol e, is lethal in strains lacking all MMR activity [e.g.,
deletion of MutS homologue (MSH) 2 (msh2Δ)] (19). This “error-
induced extinction” is surmounted by “antimutator” mutations
affecting the Pol e catalytic subunit, as well as by unidentified
mutations elsewhere in the genome (19). Mutants harboring these
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unidentified mutations constitute the vast majority (96%) of
strains that escape error-induced extinction of pol2-4 msh2Δ cells,
providing tantalizing evidence that other factors besides Pol e and
MMR influence leading strand replication fidelity.
Previous studies observed that the mutator phenotype of

proofreading-deficient Pol δ (encoded by the pol3-01 allele)
partially depends on the Dun1 effector kinase (20, 21) (Fig. 1),
which lies directly downstream of the mitosis entry checkpoint 1
(Mec1) [mammalian ataxia telangiectasia and Rad3-related pro-
tein (ATR)] and Rad53 [mammalian checkpoint kinase (Chk)1]
kinases in the S-phase checkpoint pathway (22, 23) (Fig. 1). One
function of Dun1 is to modulate dNTP pools by controlling
negative regulators of ribonucleotide reductase (RNR), a central
enzyme in the dNTP biosynthetic pathway that reduces NDPs to
dNDPs (24–26). The RNR holoenzyme contains a large Rnr1
homodimeric subunit and a small dimeric subunit of Rnr2 and
Rnr4 (27–30). A minor isoform contains Rnr3 instead of Rnr1
in the large subunit (28). Dun1 targets three proteins that re-
press expression, assembly, or activity of RNR: constitutive RNR
transcription (Crt)1 represses transcription of RNR2, RNR3, and
RNR4 (28, 30, 31); damage-regulated import facilitator (Dif)1
prevents RNR assembly by mediating import of Rnr2–Rnr4 into
the nucleus, where it is sequestered from Rnr1 (32–34); and

suppressor of Mec1 lethality (Sml)1 binds and inhibits RNR ac-
tivity (35, 36). Phosphorylation of Sml1 and Dif1 by Dun1 results in
their proteolysis, releasing the negative regulation of RNR catalysis
and allowing cytoplasmic localization of Rnr2 and Rnr4, followed
by RNR holoenzyme assembly (32–34). At the same time, phos-
phorylation of Crt1 increases transcription of RNR2, RNR3, and
RNR4. A separate damage-inducible system controls RNR1
transcription (37). Overall, dNTP pools increase as much as eight-
fold during the DNA damage response (38). Mutants of the check-
point proteins Mec1 and Rad53 are inviable but are rescued by
deletions of SML1, DIF1, or CRT1 or by overexpression of RNR
subunits. Thus, regulation of dNTP pools is a key function of the
Mec1-Rad53-Dun1 pathway (31, 33, 35, 39).
Datta et al. (21) observed that pol3-01 induced an S-phase

progression defect, suggesting that the mutator phenotype may
be checkpoint-dependent. They hypothesized that dun1Δ sup-
presses the pol3-01 mutator phenotype by altering the balance
between error-prone and error-free repair pathways. The same
study found that the mutator phenotype of the pol2-4 allele was
unaffected by the absence of Dun1. This result is surprising, given
the role of Pol e in helping to mediate the S-phase checkpoint (40–
44). However, the weak pol2-4 mutator phenotype or the acqui-
sition of a suppressor mutation may have limited the ability to
detect a decrease in mutation rate in dun1Δ strains.
Here, we present evidence that elevated mutation rates con-

ferred by pol2 mutator alleles require Dun1. Our findings suggest
that mutator polymerases or their errors are sensed as replication
stressors that trigger Dun1 activation. We provide evidence that
Dun1-dependent modulation of dNTP pools, either in response to
DNA damage or as part of normal dNTP homeostasis, influences
mispair extension by mutator DNA polymerases. Our findings
suggest that perturbation of dNTP pools may provide the means
to modulate human POLE mutator phenotypes in cancers.

Results
Dun1 Is Required for the Mutator Phenotype or Viability of pol2
Mutator Cells. To determine the effect of dun1Δ on Pol e mu-
tator phenotypes, we introduced POL2 (WT), pol2-4 (proofread-
ing-defective), or pol2-M644G (reduced polymerase accuracy)
alleles into DUN1 and dun1Δ strains by plasmid shuffling
(a detailed description is provided in Materials and Methods)
(19). The pol2-4 and pol2-M644G alleles increase mutation rates
threefold and 10-fold, respectively (Fig. 2A and Table 1) in
Dun1-proficient cells, similar to what has been reported (5, 19,
21, 45). Mutation rates of pol2-4 dun1Δ cells were not statisti-
cally different from mutation rates of WT or dun1Δ cells,
whereas pol2-M644G dun1Δ cells failed to form visible colonies
upon shuffling (Fig. 2A). Thus, Dun1 is required for the mutator
phenotype of pol2-4 and the viability of pol2-M644G cells.
Error-prone synthesis by Pol ζ and Pol η allows bypass of rep-

lication-blocking DNA lesions (46), and several mutator poly-
merases are known to create mutations in a Pol ζ-dependent
manner (47–52). To test whether Pol ζ or Pol η lies downstream of
Dun1 and contributes to the pol2 mutator phenotypes, we engi-
neered pol2-4 and pol2-M644G strains lacking Pol ζ (rev3Δ) or
Pol η (rad30Δ). We found that the pol2-4 and pol2-M644G mu-
tator phenotypes remained robust in rev3Δ and rad30Δ strains
(Fig. 2B and Table 1), suggesting that neither Pol ζ nor Pol η is re-
sponsible for the Dun1 effect on mutation rates or viability.

Dun1 Contributes to pol2-4 msh2Δ Synthetic Lethality.Haploid yeast
cells with combined defects in Pol proofreading and MMR
succumb to error-induced extinction (18, 19, 53–56). The ma-
jority of spontaneous mutants that escape pol2-4 msh2Δ syn-
thetic lethality harbor unknown mutations that are extragenic to
pol2 (19). We observed that Dun1 deficiency suppressed pol2-4
msh2Δ error-induced extinction, although the pol2-4 msh2Δ
dun1Δ cells exhibited poor colony-forming capacity compared
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Fig. 1. Two S-phase checkpoint responses in S. cerevisiae. The S-phase
checkpoint is triggered in the DNA damage signaling pathway by replication
protein A (RPA)-coated DNA (red circles) resulting from ssDNA repair inter-
mediates, resected ends of double-stranded breaks, or collapsed replication
forks. In the replication stress signaling pathway, the S-phase checkpoint is
triggered by stalled replication forks (α, δ, e; replicative DNA polymerases).
The two signaling pathways converge at Mec1/Ddc2, which phosphorylates
Rad53 with the help of Rad9 (DNA damage) or Mrc1 (replication stress).
Phospho-Rad53 then activates Dun1, which, in turn, inactivates three
repressors (Sml1, Crt1, and Dif1) of RNR. RNR generates dNDPs from NDPs,
which are then converted to dNTPs by nucleoside diphosphate kinases.
Higher dNTP concentrations facilitate DNA repair and replication fork re-
start. Blue lines are signals that increase dNTP pools. Red lines are signals
that repress dNTP pools. Adapted from ref. 63.
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with WT (Fig. 2B). A twofold to threefold decrease in the mu-
tation rate is known to rescue haploid yeast from error-induced
extinction (18, 19). To quantitate the influence of Dun1 on the
synergy between MMR and polymerase proofreading defects, we
examined the contribution of Dun1 to the pol2-4 mutator phe-
notype in the absence of msh6Δ, which is not synthetically lethal
with pol2-4. We found the dun1Δ mutation rescued the synthetic
sick phenotype of pol2-4 msh6Δ and reduced the mutation rate
almost threefold (Fig. 2C and Table 1), indicating that more than
half of pol2-4–dependent mutagenesis also depends on Dun1 in
an MMR-deficient background. Thus, mutations in DUN1 or
genes encoding upstream signaling components may account for
some of the weak extragenic antimutator alleles that suppress the
lethality of pol2-4 msh2Δ (19).

pol2-4 and pol2-M644G Exhibit Divergent Effects on Cell Cycle
Progression. The pol3-01 allele confers a delayed progression
through S-phase that is rescued by dun1Δ (21). To determine
whether Pol e mutator alleles elicit similar S-phase defects, we
monitored the cell cycle progressions of pol2-4 and pol2-M644G
strains by fluorescence-activated cell sorting (FACS). The cell
cycle kinetics of the pol2-4 strain were indistinguishable from
WT (Fig. 3A). The dun1Δ and pol2-4 dun1Δ strains were delayed
in the initiation of S-phase (Fig. 3A) but appeared to divide at
the same rate as WT. The delay in replication initiation in dun1Δ
strains has been previously observed (32). The pol2-M644G
strain progressed more slowly through S-phase, finally complet-
ing division 25 min later than WT. The majority of asynchro-
nously dividing cells collected in the log-phase samples of pol2-
M644G strains were in S-phase, further demonstrating the cell
cycle defect of these mutants. These data suggest the pol2-
M644G allele, but not pol2-4, confers an S-phase progression
defect consistent with a requirement for Dun1 activity.
To complement the cell cycle studies, we measured the log-

phase doubling times of each strain. The dun1Δ strain had the
same growth rate as WT, with a doubling time of 90 min. The
pol2-4 and pol2-M644G strains both had longer doubling times of
100 min and 115 min, respectively, whereas the dun1Δ mutation
restored the doubling time of the pol2-4 strain to 90 min. Thus,
Dun1 activity correlates with increased doubling time of cells
expressing pol2 mutator phenotypes.

pol2-M644G, but Not pol2-4, Induces the Expression of RNR1 and
RNR3. Because the viability of pol2-M644G cells and the mutator
phenotype of pol2-4 are Dun1-dependent, we expected both
alleles to activate the S-phase checkpoint. We first assessed
whether Rad53 was phosphorylated by looking for a shift in Rad53
gel mobility. Although WT cells treated with hydroxyurea dis-
played decreased mobility of Rad53, no evidence for a gel shift
was observed in pol2-4 or pol2-M644G cells (Fig. S1). Increased
expression of RNR-encoding genes provides a more sensitive in-
dicator of checkpoint activation (28, 31, 37). Others have observed
that RNR1 expression is independent of Dun1 activity and induced
up to fivefold during checkpoint activation (28, 37), whereas
RNR3 induction is induced up to 100-fold (28). Although initially
thought to be solely Dun1-dependent (31), RNR3 induction can
also occur by a Dun1-independent pathway (30, 57, 58). To in-
vestigate the checkpoint response to Pol emutations, we measured
RNR1 and RNR3 transcript levels in POL2, pol2-4, and pol2-
M644G strains. Increased levels (P ≤ 0.05) of RNR1 and RNR3
were detected in pol2-M644G cells (Fig. 3B). However, RNR3
induction in pol2-M644G cells was significantly lower than in hy-
droxyurea-treated cells, suggesting that the nature of the check-
point signal is quantitatively or qualitatively different from the
checkpoint signal found in cells experiencing chronic replication
stress. Neither transcript was increased in pol2-4 cells (Fig. 3B),
suggesting that Dun1 may influence the pol2-4 mutator phenotype
independent of the S-phase checkpoint.
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Fig. 2. Dun1 promotes Pol e error-prone replication. (A) Dun1 dependence
of pol2 mutator alleles. (Top) Viability measurements. Dun1 and dun1Δ
strains were transformed with LEU2 plasmids carrying POL2, pol2-4, or pol2-
4,M644G. Ten-fold serial dilutions of the resulting transformants were then
plated onto FOA media to select for loss of the complementing POL2-URA3
plasmid and were photographed after 3 d at 30 °C. (Bottom) Spontaneous
mutation rates determined from multiple independent fluctuation analyses
of each strain. Error bars represent 95% confidence intervals. “X” indicates
synthetic lethality. (B) pol2-4 and pol2-M644G mutator phenotypes do not
require the translesion polymerase Pol ζ (rev3Δ) or Pol η (rad30Δ). Mutation
rates were performed as described above. (C) Error-induced extinction in
pol2-4 msh2Δ cells requires Dun1. (Top) Viability measurements. DUN1 and
dun1Δ cells proficient for MMR, deficient in all MMR (msh2Δ), or deficient in
only base–base MMR (msh6Δ) were transformed with POL2 or pol2-4 plas-
mids and plated on FOA using 10-fold serial dilutions. (Bottom) Mutation
rates were determined as above.
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MRC1 Contributes to the Mutator Phenotype of pol2-M644G, but Not
pol2-4. Mrc1 and Rad9 define two pathways by which Dun1 may
be activated by the Mec1-Rad53 signaling pathway during the
S-phase checkpoint (59, 60) (Fig. 1). Mutator Pol e variants have
the potential to activate Mrc1, which associates with Pol e (43,
61, 62), through mispair-induced pausing of the replication ma-
chinery. Mutator Pol e variants may also induce Rad9-dependent
signaling through ssDNA produced by MMR processing of
polymerase errors (63) or through replication fork collapse (64).
We introduced pol2-4 and pol2-M644G into strains lacking Mrc1
or Rad9. The mrc1Δ and rad9Δ strains expressing either pol2
allele were viable, althoughmrc1Δ strains grew slowly. If Mrc1 or
Rad9 participates in the activation of Dun1, then deletion of the
corresponding genes should suppress the pol2-4 and pol2-M644G
mutator phenotypes. The rad9Δ allele had no effect on the
mutator phenotypes of either pol2-4 or pol2-M644G (Fig. 4B and
Table 1). The mrc1Δ allele also had no effect on the pol2-4
mutator phenotype but did dampen the pol2-M644G mutator
phenotype by 50% (Fig. 4B). These results agree with the lack
of checkpoint activation in pol2-4 cells and suggest that pol2-
M644G (Fig. 2) activates the checkpoint through Mrc1. More-
over, the viability of pol2-M644G mrc1Δ cells, in contrast to the
synthetic lethality observed in pol2-M644G dun1Δ cells, indicates
that Dun1 performs an essential function for pol2-M644G cells
that does not require Mrc1-dependent checkpoint signaling.

Modulation of dNTP Pools Accounts for the Dun1 Effect on pol2-4 and
pol2-M644G. The influence of Dun1 on the viability and mutator
phenotypes of mutator cells could be mediated by a basal func-
tion of Dun1 that is amplified by checkpoint signaling. Because

one of the main roles of Dun1 during checkpoint signaling is to
regulate RNR, we hypothesized that Dun1 influences the Pol e
mutator polymerases through the modulation of dNTP pools. To
test this hypothesis, we engineered DUN1- and dun1Δ-deficient
strains with defects in Sml1, Crt1, and/or Dif1, the three main
Dun1 targets that negatively regulate RNR. We found that de-
letion of SML1, but not of CRT1 or DIF1, suppressed the syn-
thetic lethality between pol2-M644G and dun1Δ (Fig. 5A). Of
the three proteins encoded by these genes, Sml1 plays the most
direct role in regulating dNTP synthesis by binding RNR1 and
inhibiting RNR activity. Thus, increased dNTP pools appear to
be essential for survival of pol2-M644G cells.
We measured mutation rates of the viable WT, pol2-4, and

pol2-M644G strains (Fig. 5B) to determine if factors that in-
fluence dNTP pools also influence pol2mutator phenotypes. The
sml1Δ or crt1Δ mutation, but not the dif1Δ mutation, restored
the pol2-4 mutator phenotype in dun1Δ cells (Fig. 5B). The pol2-4
sml1Δ crt1Δ cells had mutation rates eightfold higher than
pol2-4 SML1 CRT1 cells. In contrast, the pol2-M644G mutator
phenotype observed in DUN1 cells increased only modestly in
sml1Δ crt1Δ cells, suggesting that the Sml1 and Crt1 proteins are
already inactivated in pol2-M644G cells as part of the checkpoint
response. No further increases in mutation rates were induced by
elimination of all three downstream targets of Dun1 (sml1Δ,
crt1Δ, and dif1Δ). Thus, mutations known to increase the levels
of dNTP synthesis markedly enhance the pol2-4 mutator phe-
notype, but not the mutator phenotype of pol2-M644G.
These results suggest that dNTP levels directly modulate pol2

mutator phenotypes. To test this hypothesis, we measured dNTP
pool levels of several key strains. The dNTP pool levels of pol2-4

Table 1. Mutation rates of pol2 shuffling strains

POL2† pol2-4† pol2-M644G†

Strain* Relevant genotype MR 95% CI MR 95% CI MR 95% CI

Figs. 2A and 5B‡

LW14 WT 3.0 (1.8–4.5) 8.4 (6.2–11.0) 30.1 (25.2–35.3)
AH7808 + sml1Δ 4.4 (3.2–5.8) 13.8 (11.2–16.8) 25.9 (21.4–30.7)
AH8009 + crt1Δ 2.7 (1.6–4.3) 19.4 (15.1–24.2) 20.5 (16.1–25.5)
AH8209 + sml1Δ crt1Δ 4.8 (3.7–6.0) 63.7 (56.4–71.4) 42.0 (36.3–48.2)
AH8403 + dif1Δ 2.5 (1.2–4.6) 18.4 (13.0–25.0) 24.9 (17.0–34.5)
AH8604 + sml1Δ dif1Δ 7.9 (5.1–11.5) 26.0 (19.5–33.5) 22.0 (15.6–29.8)
AH9704 + sml1Δ crt1Δ dif1Δ 11.6 (8.2–15.7) 32.7 (26.9–39.0) 54.8 (42.7–68.4)
LW15 dun1Δ 1.6 (0.8–2.9) 2.3 (1.4–3.6) —

AH7905 + sml1Δ 3.6 (2.4–5.2) 16.6 (12.4–21.4) 20.5 (14.2–28.1)
AH8110 + crt1Δ 3.1 (2.0–4.4) 14.6 (11.8–17.9) —

AH8306 + sml1Δcrt1Δ 4.3 (2.8–6.2) 37.7 (26.5–51.1) 32.7 (22.2–45.9)
AH8506 + dif1Δ 3.3 (1.6–5.9) 4.3 (2.6–6.8) —

AH8702 + sml1Δ dif1Δ 4.0 (2.3–6.4) 17.1 (11.9–23.6) 10.7 (6.9–15.6)
AH9806 + sml1Δ crt1Δ dif1Δ 6.6 (4.7–8.9) 39.7 (32.6–47.5) 42.0 (31.5–54.0)

Figs. 2B and 4B‡

LW14 WT 2.9 (1.0–6.2) 11.5 (8.4–15.3) 33.2 (25.2–42.4)
LW17 + rev3Δ 2.2 (1.1–3.9) 18.1 (13.5–23.5) 53.2 (42.0–65.5)
LW18 +rad30Δ 2.8 (1.7–4.3) 17.0 (12.4–22.4) 52.4 (41.4–64.6)
LW19 +mrc1Δ 2.6 (1.2–4.6) 12.4 (8.6–17.2) 17.1 (11.9–23.4)
LW21 +rad9Δ 2.8 (1.7–4.3) 18.1 (13.9–22.8) 41.2 (31.6–52.3)

Fig. 2C‡

LW3 msh6Δ 38.4 (30.3–47.4) 1,370 (1,200–1,550)
LW16 +dun1Δ 16.1 (11.6–21.6) 504 (445–563)

Mutation rate (MR) and 95% confidence interval (CI) were calculated using Salvador 2.3 with Mathematica 8.0 from the fluctuation
of Canr mutants arising in at least three isolates of each strain–plasmid combination (eight replica cultures per experiment), derived
from independent plasmid shuffling experiments. These values are multiplied by 1 × 10−7 Canr mutants per cell division. A dash (—)
indicates the strain was inviable.
*Complete genotypes of all strains can be found in Table S1.
†All plasmids were derived from pRS415 (LEU2).
‡The figures shown in italics were constructed from the set of mutation rate measurements that immediately follow.
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cells were indistinguishable from WT, consistent with the normal
cell cycle progression of pol2-4 cells. In contrast, dNTP pool levels
in pol2-M644G cells were threefold higher than WT (Fig. 5C and
Table 2), similar to what was observed previously by Kunkel and
coworkers (65) and consistent with the checkpoint dependence of
pol2-M644G. In pol2-4 dun1Δ cells, dNTP pool levels decreased by
twofold. A similar twofold decrease in dNTP pool levels was pre-
viously observed in dun1Δ cells (66). Thus, a subtle decrease in
dNTP pools may account for the antimutator effect of dun1Δ on
the pol2-4 mutator phenotype. Strengthening the correlation be-
tween mutator phenotype severity and dNTP pool levels, pol2-4
sml1Δ crt1Δ cells, which displayed an eightfold increase in mutation
rate, had a fourfold increase in dNTP pool levels (Fig. 5C).

Discussion
We have presented evidence that dNTP pools can modulate the
severity of Pol e fidelity defects in yeast. In what follows, we
discuss the interplay between checkpoint activation, dNTP pools,
and mutator polymerases, as well as the implications of our
findings for the treatment of select human malignancies driven
by POLE mutator alleles.

Mutator Polymerases and Checkpoint Signaling. Dun1 was first
identified as a regulator of damage-inducible RNR3 transcription
(24). Since then, it has become one of the most well-character-
ized targets of the S-phase checkpoint in budding yeast (67–71).
A previous study found that Dun1 contributed to the mutator
phenotype of Pol δ proofreading deficiency but failed to find
a role for Dun1 in the Pol e proofreading deficiency encoded by
the classic pol2-4 allele (21). Here, using an independently de-
rived set of pol2-4 strains, we found that elimination of Dun1
suppresses the pol2-4 mutator phenotype fourfold. We speculate
that the pol2-4 dun1Δ strain from the earlier study may have
acquired a suppressor mutation like sml1Δ, which suppressed the
dun1Δ effect on pol2-4 in our study (Fig. 5). Dun1 appears to
influence the majority of Pol e errors. Deletion of DUN1 rescues
cells from lethal mutagenesis caused by combined defects in Pol
e proofreading and MMR (pol2-4 msh2Δ) (Fig. 2C) and sup-
presses the mutation rates of pol2-4 msh6Δ cells twofold to
threefold (Fig. 2C). The sheer magnitude of Dun1-dependent
mutations in these pol2-4 MMR-deficient strains suggests that
Dun1 directly influences Pol e fidelity. In support of this hypothesis,
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Fig. 3. Cell cycle progression and RNR transcript expression in pol2-4 and
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were synchronized with α-factor, released into rich medium, and monitored
for DNA content by FACS. The x axis represents relative DNA content, and
the y axis represents cell number at the indicated time points. Vertical lines
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the pol2-4 mutator phenotype does not depend on the trans-
lesion polymerase Pol ζ or Pol η (Fig. 2B).
Despite the Dun1 dependence of the pol2-4 mutator pheno-

type, pol2-4 cells do not display overt signs of checkpoint acti-
vation. The pol2-4 cells traverse S-phase with the same kinetics
as WT cells (Fig. 3A), lack increased Rad53 phosphorylation
(Fig. S1), and do not display elevated RNR1 or RNR3 transcripts
(Fig. 3B). Moreover, the pol2-4 mutator phenotype does not
depend on the checkpoint mediator Rad9 or Mrc1 (Fig. 4). Fi-
nally, pol2-4 cells have similar dNTP pool levels as WT cells,
which decrease twofold in the absence of Dun1 (66) (Fig. 5C).
However, others have found that cells bearing hypomorphic
alleles affecting the central checkpoint signaling component
Mec1 or Rad53 also show a twofold reduction in dNTP pools in
the absence of DNA damage (72). Thus, a low level of check-
point signaling may contribute to normal dNTP homeostasis,
explaining the influence of Dun1 on pol2-4. The Mec1-Rad53-
Dun1 signaling axis can be regarded as a rheostat for dNTP pool

regulation, which is always on but turned down to the lowest
point in WT and pol2-4 cells. As dNTP pools rise, the pol2-4
mutator phenotype increases linearly. An approximately sixfold
increase in dNTP pool levels from pol2-4 dun1Δ cells to pol2-4
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Table 2. dNTP concentrations

Genotype dCTP dTTP dATP dGTP

WT 139 ± 6 354 ± 13 219 ± 8 127 ± 1
pol2-4 151 ± 9 376 ± 23 237 ± 18 126 ± 4
pol2-M644G 439 ± 24 1,051 ± 40 689 ± 39 325 ± 26
pol2-4 dun1Δ 91 ± 8 229 ± 5 132 ± 2 93 ± 4
sml1Δ crt1Δ 527 ± 15 1,238 ± 46 888 ± 43 381 ± 34
pol2-4 sml1Δ crt1Δ 541 ± 15 1,276 ± 16 898 ± 8 384 ± 8

dNTP concentrations (pmol per 108 cells) are the average of two biological
replicates followed by the SE measurement.
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sml1Δ crt1Δ cells produces a 27-fold increase in mutation rate.
These findings are consistent with numerous biochemical studies
indicating that the concentration of dNTPs influences the effi-
ciency at which mismatched primer termini are extended (73–77).
Unlike pol2-4, pol2-M644G clearly activates the checkpoint.

Although a clear Rad53 gel shift is also not apparent (Fig. S1),
pol2-M644G cells transit S-phase more slowly than POL2 cells,
display increased expression of RNR3, and have higher dNTP
pools (65) (Fig. 5C). The elevated dNTP pools appear to feed
back to enhance the pol2-M644G mutator phenotype, as in-
dicated by the antimutator effect of mrc1Δ on pol2-M644G (Fig.
4). The viability of pol2-M644G mrc1Δ cells suggests that the role
of Dun1 in maintaining normal dNTP pools, rather than its other
checkpoint functions, is essential for survival of pol2-M644G
cells. Consistent with this conclusion, pol2-M644G dun1Δ syn-
thetic lethality is suppressed by sml1Δ. The pol2-M644G allele
introduces a substitution in the polymerase active site that causes
characteristic changes in the mutation spectrum generated by Pol e,
as well as a reduction in catalytic activity (5). Thus, pol2-M644G
cells may require higher dNTP pools to compensate for low Pol e
catalytic efficiency or to extend misinsertion errors created by the
mutant polymerase, which include elevated numbers of ribonu-
cleotides (65). The characteristic mutation spectrum of pol2-
M644G has been used to map the extent of Pol eDNA synthesis in
the yeast genome (5, 78, 79). The dependence of Pol e-M644G on
checkpoint activation suggests some caution should be used in
inferring the full contribution of Pol e to genome-wide synthesis.
Pol e-M644G replication complexes in checkpoint-activated cells
may differ in processivity and/or composition from the Pol e com-
plexes found in normal cells.

Implications for Treatment of Mutator-Driven Cancer. The findings
presented here provide a potential avenue for treating mutator-
driven cancers. It has long been appreciated that mutator clones
emerge from cell populations subjected to multiple rounds of
selection (80–86). This fact is highly relevant to tumorigenesis,
where cancer cells overcome numerous endogenous and che-
motherapeutic barriers during disease progression (2, 87).
Tumors with POLE or MMR mutations may be amenable

to treatments that exploit the synergistic relationship between
polymerase accuracy, proofreading, and MMR. Although theory
and experimental evidence indicate that haploid and diploid
mutator cells evolve more rapidly than nonmutators (2, 80–86,
88), prolonged expression of a strong mutator phenotype can
also drive extinction (18, 19, 89, 90). We recently empirically
defined the maximum mutation rate of diploid yeast (20) using
combinations of mutator alleles. Once mutation rates are within
an order of magnitude of the maximum, extinction appears in-
exorable. Mammalian cells may also be susceptible to error-
induced extinction. Mice deficient in MMR and either Pol δ or
Pol e proofreading die by embryonic days 9.5 and 14.5, re-
spectively (17). Recently, individuals with biallelic MMR de-
ficiency were found to acquire early driver mutations in POLE
that increased the mutation rate in brain tumors to an estimated
600 mutations per exome per cell division (91). Analysis of se-
quential tumor biopsies in that study found that mutation burden
rapidly increased until a maximum mutation threshold was
reached (mean = 249 × 10−6 mutations per base pair) (91). A
similar average mutation frequency is observed in the exomes of
EC POLE tumors (235 × 10−6 mutations per base pair), which do
not appear to be MMR-deficient (10, 12, 14). Thus, we hy-
pothesize that the POLE mutator phenotype drives these cancer
cells to the verge of error-induced extinction. Our findings, as
well as the findings in a companion paper in PNAS by Mertz
et al. (92) and previous work in bacteria (93–95), suggest
a treatment strategy for these patients may be to increase dNTP
pools, thereby elevating polymerase errors. In normal cells that
retain proofreading and MMR, such an approach would induce

only a modest increase in mutation rates. In contrast, increasing
the number of polymerase errors in cells with proofreading de-
ficiency may have a multiplicative effect on mutation rates,
pushing cells over the error threshold for extinction. The elevated
dNTP pools may initially increase the rate of tumor cell replication,
but we posit that the higher mutation rate will cause a rapid decline
in replicative fitness.
In mammals, dNTP pool size and composition during S-phase

are largely regulated by transcriptional, allosteric, and proteolytic
control of RNR, which is composed of large and small subunits
encoded by RRM1 and RRM2, respectively. Transcription of these
genes markedly increases at the G1/S transition, peaking in the
middle of S-phase (96). Due to a long t1/2, RRM1 protein remains
relatively constant in proliferating cells. In contrast, RRM2 levels
fall during G1 and G2 due to ubiquitin-mediated degradation,
ensuring dNTP pools decline to levels that limit unscheduled
DNA replication (97, 98). Unlike the case in yeast, dNTP pools in
mammals appear unperturbed by DNA damage signaling (99).
The core checkpoint signaling components ATR (MEC1) and
CHK1/CHK2 (RAD53) are conserved, but mammalian cells do
not encode orthologs of Dun1 or Sml1. Activation of mammalian
p53 by checkpoint signaling does induce the production of the
RRM2 paralog, p53R2 (100, 101), but its role is limited to the
maintenance of mtDNA and DNA repair in nondividing differ-
entiated cells (102). Checkpoint signaling also leads to translocation
of the RRM1/RRM2 complex into the nucleus and recruitment to
the sites of DNA damage through an interaction with the histone
acetylase, Tip60 (103), where it presumably increases the local
concentration of dNTPs. In principle, it is possible that RNR is also
recruited to replication forks slowed by mutator variants of Pol e.
Such RNR localization could elevate dNTP pools just in the vicinity
of the polymerase, thereby increasing mutagenesis. Because there
currently is no evidence for this mechanism, we favor the hypothesis
that global dNTP pool changes do not normally enhance the POLE
mutator phenotype during bulk DNA synthesis. Therefore, imple-
mentation of an error-induced extinction strategy for POLE-driven
tumors should ideally focus on ways to enhance the activity of the
main RNR complex during S-phase. Targeting allosteric control of
RNR would be a logical first step. Two allosteric sites regulate RNR
activity (26). The allosteric specificity site controls NDP selection in
the catalytic site, ensuring that dNTP pools remain balanced. The
allosteric activity site controls overall RNR activity: Binding of
dATP inactivates the enzyme, whereas ATP stimulates catalysis
(104). Substitution of a highly conserved amino acid (D57N) in the
allosteric activity site of yeast and mammalian RNR leads to
elimination of dATP feedback inhibition and an elevated nucleotide
pool (38, 104). These studies provide proof of concept that an ATP
mimic with higher affinity for the activity site could boost dNTP
pools during S-phase. The challenge will be to design an ATP an-
alogue that is specific to RNR to minimize off-target effects. An
alternative strategy would be to use drugs that cause nucleotide pool
imbalances by perturbing the allosteric specificity sites of RNR or
dCMP deaminase (26). The resulting increase in nucleotide mis-
insertion events would increase mutation rates synergistically with
proofreading deficiency in POLE tumor cells but would be largely
suppressed in normal cells.
In the age of precision medicine, it is worth noting that this

treatment strategy will not work for patients with rare germline
POLE mutations (13). Their normal cells would suffer the same
dramatic increase in mutation rate as the cancer cells. However,
the work presented here and the study by Mertz et al. (92) suggest
that before the appearance of any cancer, such patients may lower
their cancer risk through prophylactic treatment with drugs that
diminish overall dNTP pools. Many drugs already in use for che-
motherapy suppress dNTP pools but create mutagenic dNTP pool
imbalances. Because POLE patients will need dNTPs for somatic
maintenance, the goal should be to find treatments that lead to
a balanced reduction in dNTP pools in a manner similar to Sml1.
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Materials and Methods
Media and Growth Conditions. Standard media and growth conditions were
used to culture yeast strains (105). Cells were propagated nonselectively on
YPD (10 g/L yeast extract, 20 g/L bacto peptone, 20 g/L dextrose) or synthetic
complete (SC) media [1.7 g/L yeast nitrogen base (Difco), 37.8 mM ammo-
nium sulfate, 20 g/L dextrose, 2 g/L SC amino acid supplement (Bufferad)].
Prototrophic clones were selected on SC media lacking the appropriate
amino acid(s). Preformulated SC amino acid supplement minus Ura and Leu
was purchased from Bufferad. All other amino acid-limited supplements
were mixed from individual amino acids as described (105). Cells lacking
URA3 were selected with media containing 5-fluorootic acid (FOA; 1 mg/mL;
Zymo Research) (106). The can1 mutants were selected on SC media lacking
Arg and containing 50 μg/mL canavanine. Unless otherwise specified,
reagents were purchased from Sigma–Aldrich or Fischer Scientific.

Yeast Plasmids and Strains.
POL2 plasmids. We previously described POL2 or pol2-4 CEN6/ARS4 plasmids
containing URA3 (pRS416POL2) or LEU2 (pRS415POL2 and pRS415pol2-4)
(19). For this study, we engineered a pol2-M644G-LEU2 plasmid (pRS415pol2-
M644G) using mutagenic primers (Table S2) and the QuikChange protocol
(107), with the following PCR conditions: Phusion polymerase (New England
Biolabs) at 95 °C for 1 min and 16 cycles of 95 °C for 40 s; 53 °C for 1 min; 68 °C
for 7 min. Following cloning in bacteria, the entire pol2 gene was sequenced
to confirm the presence of the pol2-M644G mutation and the absence of any
additional mutations.
Strains. All strains used in this study (Table S1) were derived from the BY4733
strain (108) and carry a pol2Δ::KANMX insertion complemented by the
pRS416POL2 plasmid, which provides the essential activity of Pol e. All other
chromosomal gene disruptions were made by transforming yeast (109) with
PCR products generated with Phusion polymerase and the primers and PCR
conditions indicated in Table S2. Correct clones were identified by PCR
genotyping of zymolyase (MP Biomedicals)-treated cells using primers that
amplify unique junctions between the transgenes and endogenous loci.
Plasmid Shuffling. We used plasmid shuffling to freshly derive all WT and
mutator strains used in our studies, thereby avoiding artifacts due to ge-
netic drift. Cells were transformed with pRS415POL2, pRS415pol2-4, or
pRS415pol2-M644G and plated on SC media lacking Leu and Ura, which
maintains selection for pRS416POL2 as well as the incoming LEU2 plasmid.
Selection for both WT and mutator alleles at this stage masks any lethal
phenotypes due to the mutator allele. To examine the effect of the mutator
pol2 alleles in the absence of pRS416POL2, the transformants were picked,
suspended in water, and plated in serial dilutions onto media containing
FOA, which selects for cells that have lost the URA3-containing plasmid. In
the resulting colonies, the sole source of Pol e is the LEU2 plasmid, which
allows the influence of the mutator allele on growth and mutation rates to
be assessed. Please note that the WT reference strain for our experiments
was LW14 (Table S1), shuffled with the pRS415POL2 plasmid.

Mutation Rates. We measured canavanine-resistant (Canr) mutation rates as
described (18). Briefly, 2 d after plating POL2 plasmid shuffling strains onto
FOA media, at least 24 FOA-resistant colonies representing at least three
independent plasmid shuffling experiments were suspended separately in
100 μL of water. We used 10 μL of each cell suspension for 10-fold serial
dilutions to determine the total number of cells per colony (Nt). The remaining
90 μL was plated onto canavanine selection plates to determine the number of
Canr mutants. Plates were incubated at 30 °C, and colonies were counted after
3 d. Mutation rates were calculated from the mutant counts in each replica
culture by estimating the probable number of mutations (m) by maximum
likelihood using newtonLDPlating in Salvador 2.3 (110) with Mathematica 8.0
and then dividing by the number of cell divisions inferred from the Nt. Con-
fidence intervals (95%) were calculated with CILDplating in Salvador 2.3.

Cell Cycle Analysis.
Cell synchronization. Cells were synchronized using α-factor (Zymo Research)
(111). Strains were grown overnight in 50 mL of YPD at 30 °C to an OD600 of
0.2–0.3. The α-factor was diluted in methanol and added at a final concen-
tration of 5 μM. Cells were checked for synchrony after 90 min (10 μL
of culture was sonicated for 10 s and examined on the microscope for
unbudded cells). If unbudded cells remained, more α-factor was added and
cells were reexamined every 30 min. When only unbudded cells were pres-
ent, cultures were collected in 50-mL Falcon tubes and centrifuged to pellet
cells. Cells were rinsed once in water and resuspended into 25 mL of warm
YPD containing Pronase E (10 μg/mL) to release them from α-factor arrest.

Cell collection and ethanol fixation. One milliliter of cells was collected before
α-factor arrest (log-phase sample) and before release from arrest (0-min
sample). Following release, 1 mL of cells was collected every 15 min for
210 min. Immediately following collection, cells were spun down in 1.5-mL
microcentrifuge tubes. YPD was aspirated, and cells were rinsed once in
water. The cell pellet was then resuspended in 300 μL of water and vigor-
ously vortexed. Seven hundred microliters of 95% ethanol was immediately
added, and cells were vortexed again. Cells were fixed overnight at 4 °C.
SYTOX green staining. Fixed cells were spun down and washed in 500 μL of
water, and then resuspended in 500 μL of sodium citrate (50 mM) solution
containing RNase (10 μg/mL; Thermo Scientific). Samples were heated to
95 °C for 15 min and then incubated at 37 °C for at least 2 h. Samples were
spun down and resuspended in 500 μL of 50 mM sodium citrate without
RNase and probe-sonicated for 20 s. Finally, samples were spun down and
stained with 500 μL of 50 mM sodium citrate containing SYTOX green (2 μM;
Invitrogen) and immediately analyzed using FACS. FACS data were analyzed
using WinCycle (Phoenix Flow Systems) and FCS Express (De Novo Software).
Doubling time. Strain doubling times were measured using a Bioscreen C MBR
precision incubator and growth-monitoring instrument (Growth Curves Inc.).
Five colonies of each genotype were inoculated into standard 2-mL cultures
and grown overnight to saturation. Cultures were then diluted 1:200 and
incubated in the Bioscreen, which monitored growth by measuring by OD.
Doubling times were calculated as previously described (112).

Quantitative Reverse Transcriptase PCR.
cDNA preparation. Cells from three biological replicates were grown at 30 °C in
25 mL of YPD until log-phase. One hundred-microliter cell pellets were re-
covered by centrifugation and stored at −80 °C. RNA was extracted from each
pellet with 1.0 mL of Tri-Reagent (Sigma), 300 μL of acid-washed glass beads,
and 14 min of vigorous vortexing with a Disrupter-Genie (Scientific Industries).
Chloroform (0.2 mL) was added. The tubes were mixed by inversion, incubated
for 3 min, and then spun for 15 min (12,000 × g) at 4 °C. Roughly 1 mL of
supernatant was transferred to a fresh microfuge tube, precipitated with
0.5 mL of isopropanol, and resuspended in 100 μL H2O. After assessing RNA
quality and quantitation, 10 μg of RNA was DNase-treated with DNase I (New
England Biolabs), phenol-chloroform extracted, precipitated, and resuspended
in 20 μL H2O. cDNA was synthesized from 1.25 μg of RNA using a Transcriptor
First Strand cDNA Synthesis Kit (Roche) and oligo-dT.
Quantitative PCR Analysis. The cDNA levels were measured using quantitative
PCR analysis. RNR1 and RNR3 transcripts were measured using ACT1 as
a reference control. cDNA was amplified using the following primers: Rnr1
forward (F) 5′-TGCCCCAACTATGGGTAAACTAACA-3′ and Rnr1 reverse (R)
5′-CACTGGAAGGCATATATGA-3′; Rnr3F 5′-GATCGTCCAGTTTATGTTCCAAAG-
GGTA-3′ and Rnr3R 5′-TATTGTTTCCGTTGGAACTGCT-3′; and Act1F, 5′-GAAAT-
GCAAACCGCTGCTCA-3′ and Act1R 5′-TACCGGCAGATTCCAAACCC-3′. Quantita-
tive PCR assays were performed using Brilliant III Ultra-Fast QPCR Master Mix
(Agilent Technologies).

Immunoblot Analysis. Cells from each genotype were grown to saturation in
3mL of syntheticmedia lacking Leu tomaintain selection for the POL2, pol2-4,
or pol2-M644G plasmids. Cells for positive control of checkpoint activation
were diluted to OD0.3 and treated with 200 mM hydroxyurea for 2 h. All
samples were then resuspended in 300 μL of 0.1 NaOH and incubated at
room temperature for 10 min. After centrifugation, cells were resuspended
in 50 μL of Western sample buffer and boiled for 5 min. Cellular debris was
pelleted, and 10 μL of supernatant for each sample was run on a 10% SDS
polyacrylamide gel and electroblotted to a Hybond ECL nitrocellulose blot-
ting membrane (Amersham). The primary antibody was goat yC-19 anti-
Rad53 (Santa Cruz Biotechnology) diluted 1:1,000. The secondary antibody
was an HRP-conjugated donkey anti-goat IgG antibody (Jackson Immuno-
Research) diluted 1:5,000. Antibody binding was visualized using ECL Prime
Western Blotting Detection Reagent (GE Healthcare) and visualized with an
AlphaImager (ProteinSimple).

dNTP Measurements. Two independent isolates of select plasmid shuffling
strains used for mutation rate measurements were patched onto SC plates.
These plates were used to inoculate overnight cultures, which were then
diluted the following morning. Strains were grown in YPAD media (1% yeast
extract, 2% bactopeptone, 0.002% adenine, 2% dextrose) at 30 °C. Ap-
proximately 3.7 × 108 cells (determined by OD600) were harvested by filtra-
tion through 25-mm AAWP nitrocellulose filters (0.8 μm; Millipore AB). The
filters were immersed in 700 μL of ice-cold extraction solution [12% (wt/vol)
trichloroacetic acid, 15 mM MgCl2] and frozen in liquid nitrogen. The fol-
lowing steps were carried out at 4 °C. The tubes were vortexed for 30 s and
vortex-mixed on an Intelli-Mixer (ELMI Ltd.) for 15 min in a cold room. The
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filters were removed, and the 700-μL supernatants were collected after
centrifugation at 20,000 × g for 1 min and added to 800 μL of ice-cold Freon-
trioctylamine mixture [10 mL of Freon (1,1,2-trichloro-1,2,2-trifluoroethane);
Sigma–Aldrich Sweden AB (>99%) and 2.8 mL of trioctylamine; Sigma–Aldrich
Sweden AB (98%)]. The samples were vortexed and centrifuged for 1 min at
20,000 × g. The aqueous phase was collected and added to 700 μL of ice-cold
Freon-trioctylamine mixture and vortexed and centrifuged for 1 min at
20,000 × g. Volumes of 475 μL and 47.5 μL of the aqueous phase were col-
lected. The 475-μL aliquots of the aqueous phase were pH-adjusted with 1 M
ammonium carbonate [(NH4)2CO3] at pH 8.9, loaded on boronate columns
(Affi-Gel Boronate Gel; Bio-Rad), and eluted with 50 mM ammonium car-
bonate [(NH4)2CO3] at pH 8.9 and 15 mM MgCl2 to separate dNTPs and NTPs.
The eluates (purified dNTPs) were adjusted to pH 3.4 with 6 M HCl, sepa-
rated on a Partisphere SAX HPLC column (125 mm × 4.6 mm; Hichrome)
under isocratic elusion with 0.35 M potassium phosphate buffer [pH 3.4;
containing 2.5% (vol/vol) acetonitrile] and quantified using a LaChrom Elite
HPLC system (Hitachi). The 47.5-μL aliquots of the aqueous phase were ad-
justed to pH 3.4 and used to quantify NTPs by HPLC in the same way (38, 66).

The raw NTP values (height, milli-absorbance units (mAU)) were highly sim-
ilar between the different strains and preparations (Fig. S2) and were used as
a normalization factor/internal standard. To correct for subtle differences due
to sample processing and to normalize the levels of dNTPs, we used several

steps. First, to normalize the relative differences in NTPs between samples, we
divided the values of each NTP in each sample by the value of each NTP found
in one of the WT samples. The resulting four normalized values were averaged
to obtain a single NTP normalization factor for each sample. We then nor-
malized the raw dNTP values (height, mAU) between preparations by dividing
the dCTP, dTTP, dATP, and dGTP values from each sample by the aforemen-
tioned NTP normalization factors. These normalized dNTP data were then
multiplied by known amounts of dNTP standards recovered from the same
chromatography columns. Finally, the values were corrected for the number of
cells used in the preparations to obtain picomoles of dNTPs per 108 cells.
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