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How a well-adapted immune system is organized
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The repertoire of lymphocyte receptors in the adaptive immune
system protects organisms from diverse pathogens. A well-adapted
repertoire should be tuned to the pathogenic environment to reduce
the cost of infections. We develop a general framework for predict-
ing the optimal repertoire that minimizes the cost of infections con-
tracted from a given distribution of pathogens. The theory predicts
that the immune system will have more receptors for rare antigens
than expected from the frequency of encounters; individuals ex-
posed to the same infections will have sparse repertoires that are
largely different, but nevertheless exploit cross-reactivity to provide
the same coverage of antigens; and the optimal repertoires can be
reached via the dynamics of competitive binding of antigens by
receptors and selective amplification of stimulated receptors. Our
results follow from a tension between the statistics of pathogen
detection, which favor a broader receptor distribution, and the effects
of cross-reactivity, which tend to concentrate the optimal repertoire
onto a few highly abundant clones. Our predictions can be tested in
high-throughput surveys of receptor and pathogen diversity.

immune repertoires | optimal coding | repertoire diversity |
competitive exclusion | jamming

he adaptive immune system protects organisms from a great

variety of pathogens by maintaining a population of spe-
cialized cells, each specific to particular challenges. Together
these cells cover the array of potential threats. To recognize
pathogens, the immune system relies on receptor proteins
expressed on the surface of its main constituents, the B and T
lymphocytes. These receptors interact with antigens (small mo-
lecular elements making up pathogens), recognize them through
specific binding, and initiate the immune response. Each lympho-
cyte expresses a unique receptor formed from random combina-
tions encoded in the genome. The receptors later undergo selection
through the death and division of the lymphocytes that express
them, as well as mutations in the case of B lymphocytes. The di-
versity of the receptor repertoire determines the range of threats
that the adaptive immune system can target.

The detailed composition of the immune receptor repertoire,
and not just its breadth, is important for conferring effective
protection against infections. Broadly speaking, a diverse pop-
ulation of receptors will confer wider immunity, and a larger
clonal population of a particular receptor will confer more ef-
fective immunity against the pathogens to which it is specific.
However, there is a trade-off between diversity and clone sizes
because the number of receptors is limited. By selectively pro-
liferating some receptors at the expense of others, the immune
system retains a memory of past infections (1), facilitating sub-
sequent immune responses. Furthermore, although infections
increase the populations of receptors with the greatest specific-
ity, they can also lead to a reorganization of the immune rep-
ertoire as a whole (2).

How should the repertoire be organized to minimize the cost
of infections? We develop a framework for answering this
question by abstracting key general features of the adaptive
immune system: The receptor repertoire is bounded in size, re-
ceptors are “cross-reactive” (each antigen binds many receptors;
each receptor binds many antigens), and the cost of an infection
increases with time. Given these general assumptions, we con-
sider a simplified landscape of pathogens, where infections are
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drawn from a fixed distribution. By simplifying the setting in this
way, and independently of the detailed dynamics of immune re-
sponses, we arrive at broad insights about the composition of
immune repertoires that are optimal for their pathogenic envi-
ronments. Our framework is not meant to give a complete ac-
count of immunity. To do so we would need to include several
other components of the immune system, such as interaction
between its innate and adaptive arms and avoidance of autoim-
munity. The latter problem—the challenge of discriminating self
from nonself—has been the focus of many theoretical studies of
the immune system (3, 4). This paper primarily investigates the
relation between the adaptive repertoire and the pathogenic en-
vironment, but we also discuss how other components and con-
straints of the immune system can be incorporated into our model.

The theory predicts, counterintuitively, that the number of
receptors specific to rare pathogens will be amplified relative to
the probability of encounter, at the expense of receptors for
common infections. We also find that two organisms responding
to a pathogen distribution will display unique populations of
immune receptors, even though their coverage of pathogens will
be similar. How can the immune system achieve these sorts of
optima? Surprisingly, we find that simple competition between
receptor clones can drive the population to the optimal com-
position for minimizing the cost of infections.

New high-throughput methods are making it possible to survey
B-cell and T-cell receptor diversity in fish (5, 6), in mice (2, 7),
and in humans (8-11). As methods are developed to better
characterize pathogenic landscapes and receptor cross-reactivity,
predictions for the composition of optimal repertoires derived
from our framework can be directly compared with experiments.
To arrive at our results we ask how the immune system should be
organized to perform its function well, rather than starting with
the detailed dynamics of its components. We are proposing that
the universal features of the adaptive immune system follow
simply from general statistical considerations, whereas the detailed
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dynamical implementation arises from the historical contingencies
of evolution.

Definition of the Problem

To find the optimal repertoire distribution we must consider the
nature of antigen—receptor interactions and a penalty that the
immune system pays for not recognizing antigens. This penalty
must reflect the facts that recognition should happen within a
reasonable time, before the pathogen colony can significantly
increase its size; the interactions between the immune receptors
and antigen are probabilistic; and not all antigens are equally
frequent. We assume that, although the immune system cannot
predict precisely which antigens it will encounter and when, it
incorporates an estimate of the probabilities of their occur-
rences. We also take these probabilities to be constant in time.
This is an idealization grounded in a separation of timescales,
which assumes the distribution of antigens remains constant on
timescales on which the immune system adapts.

The above ideas are the basis for our cost function, which
reflects the penalty of nonrecognition, for a given repertoire and
antigenic environment. In Fig. 1 we introduce a quantification of
the problem. Given Q,, the probability that the next infection will
be caused by antigen a, we model the immune repertoire by a
distribution of receptors P,, from which lymphocytes with the
receptor r are drawn at random.

An antigen a and a receptor r interact with a certain strength
set by the binding affinity between the two molecules. This is
described by the probability f; , (which we call the “cross-reactivity
function”) that an antigen a encountering a receptor r results in a
recognition event, leading to the activation of the lymphocyte
expressing that receptor. Each encounter of the antigen a with a
random receptor has a probability P, =3 f..P, to lead to recog-
nition and trigger an immune response. Thus, P, can be viewed as
the coverage of antigen a by the repertoire.

Given this coverage, we consider F,—the average harm caused
by antigen a. We show below that, consistent with intuition, F, is
a decreasing function of the coverage P,. The overall expected
cost is then just the harm averaged over the antigen distribution:

Cost({P,}) = (F) = 3" QuFu(P,). (1]

The need to defend against many antigens at the same time with
a limited number of receptors introduces a trade-off. If more
receptors recognize an antigen, there are less to protect against
other threats. _

Finally, we derive an expression for the average harm F,
caused by antigen a. During its time in the periphery, an antigen
a will encounter and possibly interact with receptors at a rate
A () that increases with time as the pathogen population grows.
Each encounter will occur with a different receptor r drawn from
P,. The mean number of encounters between antigens and re-
ceptors after a time ¢, which we call effective time, is defined as
my(t) = fé dzA,(7), where t=0 is set by the introduction of the

receptors antigens

Fig. 1. Schematic of a statistical model of antigen recognition by the
adaptive immune system. After infection, antigen a encounters immune
receptor r at random with a rate 1,(t). An encounter leads to a successful
recognition with a probability f., that reflects the matching between a
given antigen-receptor pair.
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antigen. The time ¢ to the first recognition event, or response
time, is random and depends on the coverage P,,.

The longer the system fails to detect the antigen, the more
likely the infection is to become harmful. We assume that the
integrated harm caused by an antigen since the beginning of
an infection is an increasing function F,(¢) of the time of first
recognition. How exactly F, grows with time may strongly
depend on the type of infection and receptors (12-14). The
mean harm inflicted to the organism by the attack of an antigen a is
then given by this quantity averaged over the distribution of possible
response times, F, = P, [ dm F,[t,(m)] e+, where t,(m), the
inverse function of m,(t), is the amount of time it takes for m en-
counters to occur between the receptors and pathogen a (see SI
Text, Appendix A for a derivation). The result depends on the cost
expressed as a function of the effective time m, F,[t,(m)], which we
denote F,(m) to simplify notation. We consider several specific
choices of this effective cost function in Resulfs.

Our aim here is to propose a general framework for thinking
about the repertoire. Thus, we do not explicitly model intracel-
lular communication, cell differentiation, activation of cofactors,
coordination of different cell types, the interaction with the in-
nate immune system, and the full complexity of the recognition
process. The idea is that F, (m) implicitly summarizes all of these
factors in terms of an effective cost.

In general the cost function F,(m) depends on the antigen a,
reflecting the various virulences of different pathogens. To sim-
plify, we can assume that the cost function takes the factorized
form F,(m)=u,F(m), where y, is the pathogen-dependent viru-
lence factor, and F(m) describes how all threats develop with time.
The cost will then take the form Y u,04P, [;° dmF(m)e™™"s. In
this expression, the virulence factor y, of a pathogen plays the
same role as its likelihood Q,. Some pathogens are rare but very
virulent (like anthrax), whereas others may be common but not
very virulent (like the common cold), and an ideal immune system
should be able to cope with both. In our model the overall “threat”
of a pathogen is expressed as the product of the two, x,0,. In
practice p, can be absorbed into the definition of Q, and is
omitted in the rest of this paper.

Given such a model of the recognition process, there exists an
optimal adaptive immune system, characterized by the choice of
the receptor distribution P,, that minimizes the expected cost in a
given antigenic environment Q,. The optimal repertoire is found
by minimizing the expected cost in Eq. 1 with respect to P,
subject to constraints of nonnegativity (P, > 0) and normalization
(>>,P-=1). Simple local extremality conditions are sufficient
for optimality because our problem can be shown to be convex
(SI Text, Appendix B). The condition ) P,=1is a normalized
version of the constraint that the total number of receptors
is limited.

Results

The Optimal Repertoire Is More Uniform Than the Pathogen Distribution.
We can now ask how best to distribute the receptors to minimize
the cost (Eq. 1) for a given antigenic environment. To begin,
we neglect cross-reactivity (later we will see that this is equivalent to
looking at the structure of the repertoire at scales larger than
the cross-reactivity). In this case antigens and receptors can be
associated one by one by a cross-reactivity function f,, =1 if
r=a and 0 otherwise. In this case we can analytically determine
the optimal distribution (SI Text, Appendix D, section 2) P; =
max[F'"Y(=1/Q,), 0], where F'Y) denotes the inverse function
of the derivative of F, =F(P,) expressed as a function of P,, and 1
is a positive constant fixed by the normalization P, =1. Table 1
presents results for several representative cost functions.

A simple scenario occurs when the pathogen population grows
exponentially in time, as do the cost and the encounter rate—
reflecting the proliferative nature of pathogens. In this case the
cost grows linearly in the number of encounters; i.e., F(m)=m
(SI Text, Appendix C). Then we find that the optimal fraction of
the repertoire taken up by a given receptor is proportional to the
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square root of the threat (combination of frequency and viru-
lence) of the corresponding antigen P! oc+/Q,. Intuitively, we
expect that the optimal repertoire should focus its resources on
receptors recognizing the most common or virulent antigens.
However, this enhanced protection against frequent or virulent
antigens comes at the cost of a slower response against the un-
common and harmless antigens, and this bias toward more
threatening antigens must remain limited. The square-root de-
pendence reflects a particular trade-off between these two op-
posing constraints, by directing more resources toward more
threatening antigens while uniformizing the distribution com-
pared with a linear dependence. Intriguingly, the same square-
root dependence has been found as an optimal solution for the
size of tRNA pools as a function of codon use (15) and in a
model for the screening of suspicious individuals (16).

The extent to which more resources are directed toward more
threatening antigens depends on the relative gains and losses of
earlier and later recognition events, which are captured in our
model by the effective cost function F(m). In general, steeper cost
functions imply more flattened distributions of receptors. The
cost function F(m)=m? and its associated optimal distribution

P; < Q) help illustrate this point. Such cost functions can
arise when both m(¢) and F(¢) increase exponentially as a function
of time, but with different exponents (SI Text, Appendix C). When
a is large, the cost of nonrecognition increases very quickly with
time, calling for an urgent response. Consequently the optimal
immune system tends to cover the space uniformly to get all po-
tential threats, even the unlikely ones, under control. Conversely,
when a is small, the harm caused by pathogens does not explode
with time, permitting the system to recognize the rarer pathogens
late and focus its resources on the common ones.

In some situations, there may be little or even no difference
between a late response and no response at all, because the total
harm caused by an infection stabilizes. For example, consider the
cost F(m) =1 —e™P™ that saturates at large effective times. In this
case, the optimal solution (Table 1) relates receptor and antigen
through a square root as for linear cost, but with a cutoff at low
Q,. This cutoff occurs because there is little benefit to having
receptors recognizing rare or harmless antigens, whose recogni-
tion is likely to happen late, when differences in recognition
times do not matter anymore. This result is consistent with the
observation that the immune system may sometimes ignore in-
fections if the harm they cause is too small, as in, e.g., the case of
simian immunodeficiency virus infection of sooty mangabeys (17).

Real harm may occur only when the effective time m crosses
a threshold. This situation can be modeled by taking F(m)=
O(m —my) =0 for m <my and 1 otherwise. In this case the re-
ceptor distribution is organized to maximize the chance of de-
tection before m. The optimal repertoire for this cost (Table 1)
has no receptors for the least threatening pathogens (cutoff at

Table 1. Cost functions and optimal repertoires

F(m) P A(N.)

ma c O:/ma) C’(Nst/Na)Ha
Inm CO: C’<Ns§/Na)
1—exp(—pm) max{C/Q; — 5, 0} C'/(B+Na/Ng)?

©(m—mg) max{In(Q;)/mq - C, 0} C’ exp(—moN, /Ng)

The cost function F(m) measures the harm caused to an organism by the time
that immune receptors have had m encounters with a pathogen. The optimal
receptor distribution P* is determined by minimizing this cost, given a pathogen
distribution Q and a cross-reactivity function f; , specifying the probability that
receptor r binds to antigen a. The second column gives the form of P* over
scales larger than the cross-reactivity. The optimal P*can be reached as a
steady state resulting from competitive binding between receptors and an-
tigens (last section of Results) quantified by an “availability function” A.
N,=Y,N, f., represents the coverage of antigen a by the repertoire;
Ngs: =3 N, is the total steady-state population; and C, C’, 5, and my are pos-
itive constants.
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low probabilities) and a drastically flattened receptor distribution
(logarithm of the pathogen distribution).

Is there a cost function for which the receptor distribution is
not flattened relative to the pathogen distribution? This occurs
in a special case where cost increases very slowly (logarithmi-
cally) with effective time. However, in general, cost is minimized
by a receptor distribution that is flattened relative to the pathogen
distribution.

Cross-Reactivity Dramatically Reduces Diversity in the Optimal
Repertoire. By allowing receptors to bind to a variety of anti-
gens, cross-reactivity should permit the immune system to reduce
the number of receptor types required to cover the whole range
of possible threats. We show that given sufficient cross-reactivity,
the optimal immune repertoire concentrates all its resources on
a few receptors, which together tile antigenic space.

Following Perelson and Oster (4), we think of receptors and
antigens as points in a common high-dimensional shape space,
whose coordinates are associated to unspecified physicochemical
properties. For simplicity, assume that cross-reactivity depends
only on the relative position of receptor and antigen in shape
space f,, =f(r—a), where f is a decreasing function of the dis-
tance between a and r. Short distances in shape space correspond
to a good fit between the two molecules, leading to strong rec-
ognition, whereas long distances translate into weak interactions
and poor recognition.

To build intuition, we first consider an analytically solvable
example (Fig. 2). We describe the space of receptors and anti-
gens by a single continuous number and assume a Gaussian
antigen distribution with variance o2, and Gaussian cross-re-
activity of width o, which sets the typical distance within which a
receptor and antigen interact. We derive the optimal receptor
distributions for costs of the form F(m)=m?* (SI Text, Appendix
D, section 3b). For narrow cross-reactivities (6 <o, =opV1+a),
the optimal receptor distribution is Gaussian with variance
(1+a)op — o® and the optimal cost is independent of o. For wide
cross-reactivities (o > o.), the receptors are optimally of a single
type with reactivity centered on the pathogen distribution, whereas
the optimal normalized cost increases with ¢ because the receptor
is unnecessarily broadly reactive. These results arise from a
tension between two opposing tendencies. As in the non-cross-
reactive case, the need to cover rare pathogens broadens the
optimal receptor distribution relative to the pathogen distribu-
tion. However, cross-reactivity has the opposite effect, favoring
more concentrated distributions.

Does cross-reactivity generically drive the optimal receptor
distribution to cluster into peaks? We investigated this question
numerically. For concreteness, we consider a linear cost F(m)=m
and random pathogen environments in one or two dimensions
constructed by drawing each Q, from a log-normal distribution
characterized by a coefficient of variation k. The shape space is
taken to be bounded and discretized, and we use accelerated
gradient projection optimization (SI Text, Appendix E). We find
that the optimal repertoire P* is strongly peaked on a discrete
forest of receptors (Fig. 3 A and B). The width of these peaks
decreases as numerical precision is increased, suggesting that in a
continuous limit the optimum consists of a weighted sum of
Dirac delta functions, i.e., distinct, discretely spaced receptors in
different amounts (Fig. S1).

By inspection, the peaks tend to repel each other and to or-
ganize into local tiling patterns, as further evidenced by the
damped oscillations in the radial distribution function (18) (S
Text, Appendix F and Fig. S24). This exclusion is a sensible way
to distribute resources, as it limits redundant protection against
the same pathogens. The spacing between peaks roughly follows
the cross-reactivity scale o, suggesting that P* is smooth when

viewed at scales larger than ¢. Confirming this, P (i.e., the cov-
erage of the antigenic space by the receptors) smoothly tracks the
variations in the antigen distribution Q at a broad scale (Fig. 34).
When viewed coarsely in this way, cross-reactivity is irrelevant and
P* tends to the solutions of Table 1. Indeed, at these broad
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Fig. 2. The optimal cost and receptor distributions for protecting against
a one-dimensional Gaussian antigenic landscape Q(a) of variance (%, as a
function of the cross-reactivity width 6. As ¢ increases, the optimal distri-
bution P*(r) becomes narrower and narrower (Left and Center Insets), until
it concentrates entirely onto a single point, for 6>+/26¢ (Right Inset). The
minimal cost (multiplied by ¢ for a comparison at constant recognition ca-
pability) is constant below the transition point, but increases with ¢ past it.
The cross-reactivity function, which quantifies the affinity between receptor
r and antigen a as a function of their distance in shape space, has a Gaussian
form, f(r—a)=exp|—(r—a)?/2¢%], and the cost function is linear in the ef-
fective recognition time, F(m)=m.

scales, the distribution of peaks is uniform, as demonstrated by
the very low power in the spectrum of P, at small wave vectors
(SI Text, Appendix F and Fig. S2B), indicating that the number of
receptors contained in any given large area of the shape space is
very reproducible. This phenomenon of small-scale randomness
with large-scale regularity is called disordered hyperuniformity
(19) and arises in jammed packings as evidence of the incom-
pressibility of the material. In biological terms, hyperuniformity
means that the distribution of receptor peaks provides a much
more uniform coverage of the antigen space than if the peaks were
positioned randomly according to a Poisson distribution. For our
optimal repertoires small-scale fluctuations get smoothed out by
cross-reactivity and can be tolerated, whereas at large scales the
fluctuations track variations in the antigenic landscape to provide
smooth coverage (Fig. S3).

To test the generality of our findings we tested other choices
of cross-reactivity functions (SI Text, Appendix G). We have so
far assumed a unique scale ¢ for cross-reactivity, consistent with
recent reports that cross-reactivity is local in antigenic space
(20). However, receptor—antigen recognition can be very specific
and sensitive to single mutations (21, 22) or extremely de-
generate across very dissimilar antigens (23). To account for
these long-range effects, we also tested fat-tailed cross-reactivity
functions. We found that, for a variety of non-Gaussian cross-
reactivity functions, long tailed or not, the optimal repertoire
remains strongly peaked, although the position, number, and
strength of the peaks do change (Fig. S4). Next, to relax the
assumption that the cross-reactivity width is uniform across re-
ceptors, we tested receptor-dependent cross-reactivities o, drawn
from a log-normal distribution. While the regularity of the local
tiling structure is affected by this additional heterogeneity (just
as we expect in a packing of spheres of variable size), the large-
scale hyperuniformity is nonetheless preserved (Fig. SS5). Next
we considered distributions of antigens with correlations across
shape space (reflecting, e.g., phylogenic correlations between
pathogens). Again we find peaked optimal receptor distributions
(Fig. S6), similar to those for uncorrelated antigen landscapes.
For computational reasons, we restricted our analysis to 2D
pathogen landscapes, but the analogy with random packing
problems that we discussed above allows us to expect that all of
these results will hold generally in higher dimensions. Finally, we
incorporated the avoidance of the self by excluding from the
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optimization all receptors within distance ¢ of a set of randomly
positioned self-antigens (SI Text, Appendix H and Fig. S7). We
find that receptors are likely to be found near the boundary of
these exclusion zones, but otherwise keep the same general
tiling structure.

In summary, the optimal immune repertoire looks random at
scales smaller than the cross-reactivity, but has the structure of
a disordered tiling at larger scales so that, after accounting for
cross-reactivity, the repertoire smoothly covers the pathogen
landscape. These findings have an important consequence for
different individuals exposed to the same pathogenic environ-
ment. Each individual will experience a slightly different spec-
trum of antigens because of the statistics of encounters and other
sources of variability. These slightly different experiences of the
same world lead to optimal repertoires with a striking property—
the receptor distributions are largely different, even though their
coverage of the pathogen landscape is similar after including
cross-reactivity (Fig. 4). This finding can be compared with sur-
veys of “public” repertoires of immune receptors (2, 24).

The Optimal Repertoire Can Be Reached Through Competition for
Antigens. The results presented so far have established how
repertoires should be structured to provide optimal protection.
Given the complex interdependences between receptors arising
from local and global trade-offs, one might think that the glob-
ally optimal solution could be reached only via some biologically
implausible centralized mechanism distributing resources sys-
tem-wide. In fact, we show that the optimal repertoire can be
reached through self-organization, via competitive evolution of
receptor populations under antigen stimulation.

We consider a model that is similar to that introduced by de
Boer and Perelson (25) and de Boer et al. (26) for competitive
dynamics of B and T cells (SI Text, Appendix I). Its main as-
sumptions are that division of receptor-expressing lymphocytes is
driven by antigen stimulation and that receptors compete for the
limited supply of antigens. At each time step, a random antigen a
is drawn from the distribution Q,. Each receptor type r responds
to it by expanding or shrinking its population N, according to its
specificity, by an amount N,At[A (Y, Nyfy o )fra —d), where At is
the time step: Receptors proliferate upon successful recognition
of antigens (first term) and die with a constant rate d (second
term). In the absence of competition, the proliferation rate
should be proportional to f 4, but the antigen ¢ may also bind
other receptors, reducing its availability for receptor r. The cov-
erage of antigen a by the repertoire, N, =) N,f.,, quantifies the
breadth of the receptor pool competing to bind with a. The
availability of antigen a for binding is assumed to be a decreasing
function A(N,) of its coverage. The stimulation of r by a is thus

A —Q

— P =P B,

probability

I I
5 10 15
7’1/0’

20~ 0

Fig. 3. Cross-reactivity plays an important role in shaping the optimal
repertoire, often leading to highly peaked repertoires. (A and B) The optimal
receptor distribution P; for (A) 1D and (B) 2D random environments. Despite
being peaked, the optimal distribution of receptors covers }he antigenic space
fairly uniformly, as shown by its coverage by the receptors, f’a =3 f2P;, shown
in the one-dimensional case (A). The cross-reactivity and cost functions are
the same as in Fig. 2. The antigenic landscape Q, is generated randomly from
a log-normal distribution with coefficient of variation x=1.
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Fig. 4. Two individuals in the same environment Q, that see it with slightly
different noises have similar coverages of the antigenic space, but achieve it
with different receptors. This results in largely nonoverlapping repertoires.
Shown are the overlaps (normalized to be between 0 and 1) between the
experienced pathogen distributions Q,, the resulting optimal receptor dis-
tributions P/, and the corresponding coverages P,, as a function of the noise
e with which individuals perceive the environment. Right plots show an
example of antigenic environments and optimal receptor distributions for
€=0.2. We calculated the optimal receptor distributions for two individuals
1 and 2 experiencing respective environments Qe* and Qe?*, where Q is a
random environment with fluctuations on scales larger than the cross-reactivity
o [power spectrum «1/(1+(10gs)?)] normalized so that its coefficient of
variation is 0.5, and z4, z; are Gaussian noises of mean zero and variance €.
The choice of cost and cross-reactivity functions are the same as in Fig. 2.

modified to A(N,)f;, in the equation for the growth rate. In the
limit of fast sampling of antigens, or mean-field limit (At — 0),
these stochastic dynamics are well described by the deterministic
differential equations

d$'=Nr {;Qﬁ(;mrﬁfﬂ)ﬁﬂ —d]. [2]

For a given pathogenic environment, the total steady-state receptor
population size N will be set by the death rate d, which counterbal-
ances growth at steady state. Although in reality the ability of the
system to reorganize itself diminishes with age, for simplicity we
take all rates to be constant.

The stable fixed points of the mean-field dynamics (2) realize the
optimal repertoires of the previous sections when the availability
function A4 is matched to the cost function F () through the relation

A(N,)=~cF ( x) : [3]

st

where Ny is the total number of receptors » N, at steady state.
Table 1 shows A(N) for several cost functions. To understand
this result, first note that when binding is not cross-reactive, the
dynamical equations for each receptor are independent and read
dN,/dt=N,(Q.A(N,) —d). The availability function now depends
only on N,, meaning that receptors compete only with their own
kind—they occupy their own antigenic niche. The steady-state
size of clone r is thus set by the carrying capacity of that niche,
N,=A(d/Q,), or zero if that capacity is negative. With the
availability given by Eq. 3, this reproduces the optimal repertoire.
As seen in Table 1, fast-growing cost functions correspond to very
load-sensitive availability functions. In these cases, rare infections
are almost as threatening as frequent ones; therefore the growth of
the receptors that are specific to frequent antigens is actively limited
to leave room for other receptors. The correspondence of Eq. 3
holds when receptor binding is cross-reactive (SI Text, Appendix J).
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Cross-reactivity leads to competition among receptor types, effec-
tively enforcing an exclusion between similar receptors. This phe-
nomenon, known in ecology as competitive exclusion, is important
for lymphocyte dynamics (25) and provides the mechanism by which
our dynamical model reproduces the discrete clustering found in the
optimal receptor distribution.

To check that the dynamics do converge to the optimum, we
simulated numerically the full stochastic dynamics, as well as
their mean-field limit (Eq. 2), for a random antigenic environment
in two dimensions, with A(N)=1/(1+N/Ny)* Fig. 5 shows the
dynamics of the receptor distribution P,(¢t) = N,(t)/>_,.N»(t), as
well as its cost relative to the optimal solution, as a function of
time. Starting from a random distribution of receptors, the rep-
ertoire reorganizes into localized peaks that become increasingly
prominent and well separated with time. Three independent runs
of the stochastic simulation all converge approximately to the global
minimum of the cost, with most of the improvement achieved
within a few cell lifetimes. Convergence is exact in the mean-field
limit, indicating that the steady-state solution is indeed optimal.

In summary, competitive dynamics can allow the immune rep-
ertoire to self-organize into a state that confers high protection
against infections. In the special case when the availability 4 is
scale invariant, the expected cost is a Lyapunov function of the
dynamics (SI Text, Appendix K), implying that the optimum is
reached regardless of the initial condition. Note, however, that
the dynamics of Eq. 2 are expected to slow down with age, as the
plasticity of the adaptive system decreases due to the diminishing
number of naive cells (27).

Discussion

We introduced a general framework for predicting the optimal
composition of the immune repertoire to minimize the cost of
infections contracted from a given distribution of antigens. This
framework can be extended in several ways to be more biologically
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time (in units of 1/death rate)

Fig. 5. The immune repertoire can self-organize to a state that minimizes
cost and provides protection against infections via competitive evolution of
receptor populations stimulated by antigens. Numerical simulations of the
population dynamics, as well as its mean-field limit (Eq. 2), show how com-
petition causes a random initial receptor distribution to fragment into a
highly peaked pattern [Insets represent P (t)=N,(t)/>,'N,'(t)]. Top Right
Inset represents the antigenic environment Q, driving the dynamics
[generated from a lognormal noise of power spectrum «1/(1+(5q)?) and
coefficient of variation 1]. Departure from optimality, as measured by the
relative cost gap [(F)(P:(t)) = (F)(P})]/(F)(P}), decreases with time and
eventually reaches zero in the mean-field limit. The three independent runs
of the stochastic dynamics show reproducible results. We use the availability
function A(N)=1/(1+N/No)* with No=105, a death rate d=0.001, and a
cost function F(m)=1-e?™ with #=1/110. The space size is 10¢. The initial
condition was drawn from a lognormal noise of power spectrum o1/(1+
(59)%), with coefficient of variation 2 and 3", N,(0)=1.1x108. In the sto-
chastic simulations, the time between antigen presentations is At =0.005d~"
(200 infections per cell lifetime).
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faithful, e.g., by accounting for antigen-dependent infection dy-
namics and evolution of the pathogenic landscape. Our pre-
dictions can be tested in experiments that study how the en-
vironment influences the composition of immune repertoires,
either via high-throughput sequencing surveys of receptor pop-
ulations (2, 28) or by sequencing receptors specific to given anti-
gens (14). The comparison between theory and experiment will
provide insight into the functional constraints of antigen recog-
nition by the immune system.

There are many situations where living systems must respond
to very diverse and often very high-dimensional spaces of external
influences, using strictly limited resources. To sense, internally
represent, and then respond to these influences, organisms often
use a large diversity of components, such as cell types or genes
(29), each sensitive to a small part of the space. For example, the
retina supports a diverse population of ganglion cell types, each
sensitive to a different visual feature, that collectively represent
the behaviorally salient aspects of visual scenes (30). Likewise,
the mammalian olfactory system contains some ~ 1,000 distinct
receptors that each bind widely to odorants and collectively cover
olfactory space (31). In these cases, the limited repertoire of com-
ponent types provides a key constraint on information processing.
Faced with such constraints, living systems must commit resources
wisely, adapting to the structure of the environment and balancing
breadth of coverage against depth of resolution, in light of priorities,
costs, and constraints (32). We have shown that these elements also
shape the optimal form of the immune repertoire.

Our finding that cross-reactivity causes the optimal repertoire
to fragment is related to the concept of limiting similarity due to
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competitive exclusion in ecological settings (33). In this context,
empty regions of phenotypic space result when competition is
important on the scale at which resources vary, and continuous
coexistence of species occurs only in exceptional cases (34). In
general, niche-space heterogeneity promotes species clustering
(35), recalling our finding that any heterogeneous antigen distri-
bution leads to fragmentation of the optimal repertoire. The con-
ceptual connection between the immune repertoire and ecological
organization is even clearer in our dynamical model where species
compete for an array of resources (the antigens) and grow in
relation to their success in securing resources.

Although this study relies on a simple abstraction of the adaptive
immune system, we expect that our framework and results will ex-
tend to other distributed protection systems where diverse threats
are addressed by an array of specific responses. For example, the
immune system of bacteria, or the clustered regularly interspaced
short palindromic repeats (CRISPR) system (36), for which popu-
lation dynamics models have already been proposed (37), could
be studied within a similar framework to predict the relative
abundance of CRISPR spacers and corresponding viruses in a
coevolving population of bacteria and viruses.
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