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Abstract

Statistical learning may be central to lexical and grammatical development: The phonological and 

distributional properties of words provide probabilistic cues to their grammatical and semantic 

properties. Infants can capitalize on probabilistic cues to learn grammatical patterns in listening 

tasks. However, infants often struggle to learn labels when performance requires attending to less 

obvious cues, raising the question of whether probabilistic cues support word learning. The current 

experiment presented forty 22-month-olds with an artificial language containing probabilistic 

correlations between words’ statistical and semantic properties. Only infants with higher levels of 

grammatical development capitalized on statistical cues to support learning word-referent 

mappings. These findings suggest that infants’ sensitivity to correlations between sounds and 

meanings may support both word learning and grammatical development.

Gains in infants’ lexical and grammatical development are highly apparent during the latter 

part of the second year. For example, while early word learning is slow and effortful 

(Bloom, 2000), by 18 months infants can learn novel word-referent mappings after a single 

exposure (e.g., Halberda, 2003) and can also extend them to novel instances appropriately 

(Smith et al., 2002; Booth, Waxman, & Huang, 2005). At 18-months infants are also 

learning complex grammatical patterns such as nonadjacent dependencies (e.g., that 

“everybody is baking bread” and “everybody can baking bread” are not equally good 

sentences; Santelman & Jusczyk, 1998). By 21 months they are sensitive to the semantics of 

transitive and intransitive sentence constructions, correctly interpreting the difference in 

meaning between “The duck is gorping the bunny” and “The bunny is gorping the duck”, 

Gertner, Fisher, & Eisengart, 1996).

Infants’ ability to track statistical regularities in speech may be a key mechanism supporting 

these gains in lexical and grammatical development. In particular, statistical cues that mark 

words’ category membership are potentially relevant to learning both lexical items and 

grammatical structure. Many grammatical categories can be distinguished by their 

phonological properties (i.e., their forms or “covers”). For example, in English, nouns and 

verbs differ in their lexical stress patterns, syllable number, and phonotactics, (e.g., 

Christiansen, Onnis, & Hockema, 2009; Kelly, 1992; Monaghan, Chater, & Christiansen, 

2005; Monaghan, Christiansen, & Chater, 2007). Nouns and verbs also differ in their 

distributional properties, or the sentence contexts in which they are likely to occur (i.e., the 
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“company” they keep). For example, nouns are reliably preceded by determiners such as “a” 

and “the”, while verbs are preceded by pronouns and auxiliaries (Mintz, 2003). English 

nouns are further grouped into count nouns such as “flower”, and mass nouns such as 

“milk”, a distinction that is also marked by statistical cues (Yoshida, Colunga, & Smith, 

2003):Count nouns follow definite articles and numbers, such as “a” “several”, and “one” 

and take the plural morphology (e.g., “those flowers”). In contrast, mass nouns occur after 

indefinite articles such as “some” and “more” (e.g., “some milk”, “more water”), but do not 

occur after definite articles and numerals or take plural markings.

Importantly, beyond sharing statistical properties, such as phonology and distributional 

characteristics, words within grammatical categories tend to have similar semantic 

properties. For example, in English nouns typically refer to objects and animals, and verbs 

are more likely to refer to actions. Likewise, count noun labels generally refer to an object’s 

shape, while mass nouns tend to refer to the substance of an entity (e.g., Yoshida, Colunga, 

& Smith, 2003).

Work with artificial languages suggests that infants’ experience with these cues promotes 

learning grammatical structure as well as word-referent associations. Evidence that these 

cues support learning grammatical patterns comes from the fact infants’ successfully form 

word categories and learn how they co-occur only when words within categories are reliably 

distinguished by both distributional and phonological cues (Gerken et al., 2005; Gomez & 

Lakusta, 2004; Lany & Gomez, 2008). Likewise, 22-month-old infants successfully learn 

the referents of words, and the semantic properties common to words within categories, 

when categories are marked by correlated distributional and phonological cues (Lany & 

Saffran, 2010). In contrast, when words’ category membership is not reliably marked by 

these cues, infants fail to learn anything about the semantic properties of words.

The findings from these artificial language studies suggest that infants’ experience with 

statistical cues promotes learning grammatical categories and their semantic correlates. 

However, it is unclear whether these cues support language development “in the wild”. 

Specifically, while words within categories tend to share statistical and semantic properties, 

these cues are often much more probabilistic in natural languages than in the artificial 

languages that have been studied. An analysis of frequent nouns and verbs in the CHILDES 

database suggests that approximately 67% of nouns and 72% of verbs can be classified 

correctly on the basis of their distributional and phonological properties (Monaghan Chater, 

& Christiansen, 2005). Several studies suggest that school-aged children are adept at 

learning patterns despite the presence of potentially misleading “noise”. For example, 

children use words’ phonological properties (e.g., syllable number) and distributional 

properties to determine word meanings, despite the fact that they are imperfect cues (Brown, 

1957; Fitneva et al., 2009). Singleton & Newport (2004) investigated the effects of variable 

input by studying language development in a deaf child, Simon. Simon was primarily 

exposed to American Sign Language (ASL) by his hearing parents, who were not native 

signers and whose ASL production contained many inconsistencies and errors. Despite his 

experience with irregular input, Simon’s language production was highly consistent and 

paralleled that of a group of 8 same-aged peers who were learning ASL from native signers. 

Hudson Kam and Newport (2005) found that children are much more likely than adults to 
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regularize inconsistent input when learning an artificial language. These findings suggest 

that children are able to cope with noisy language input.

Infants and toddlers, however, may not learn from probabilistic input as easily as older 

children. Gómez & Lakusta (2004) tested whether 12-month-olds can learn the grammatical 

categories and their co-occurrence relationships in an artificial language when distributional 

and phonological cues are probabilistic, rather than deterministic. Infants successfully 

learned this structure when the cues were highly reliable (i.e., when they accurately cued the 

words’ category membership 100% or 83% of the time). Infants failed to learn when the 

cues were reliable only 67% of the time, which is the level that more closely approximates 

the reliability of statistical cues in natural language. Gerken et al. (2005) found that 17-

month-olds, but not 12-month-olds can learn similar structure when it is more probabilistic, 

but that they nonetheless rely on the presence of relatively robust correlations.

These findings suggest that infants can use probabilistic cues to group words into categories 

and learn co-occurrence relationships by about 18 months (Gomez & Lakusta, 2004; 

Gerken, Wilson, & Lewis, 2005), but it is unclear how far this ability can take in them in 

tasks that are more similar to real-word language learning. In particular, infants may struggle 

to use such cues when attempting to map words to referents, as speech sequences that don’t 

conform to predominant patterns may be harder to encode, remember, and map to referents.

A second reason that infants may fail to capitalize on probabilistic cues marking 

grammatical categories in word-learning tasks is that the relations between words’ statistical 

and semantic properties are themselves probabilistic, adding yet another level of complexity 

to the learning situation. For example, nouns frequently refer to objects and animals, but do 

not always (e.g., freedom, problem), and many verbs can be made into nouns (e.g., walk, 

kiss, hug). Infants are able to learn perfect correlations between words’ statistical and 

semantic properties, as evidenced by their ability to generalize to novel word-referent 

associations (Lany & Saffran, 2010), however capitalizing on probabilistic overlap between 

words’ statistical and semantic properties is likely to be much be more challenging. 

Gleitman (1990) pointed out that infants face a similar problem when learning mappings 

between individual words and referents, as words can refer to absent entities (e.g., a dog 

may rarely be present when an infant hears the word “dog”), and entities can have multiple 

labels (e.g., a dog may regularly be described with other words, such as Fido, puppy, and 

mutt). Vouloumanos and Werker (2009) found that 18 months infants readily learn word-

referent mappings when they are 100% reliable, but their ability to learn probabilistic 

mappings is less robust. In particular, they found that when a label co-occurred with a 

particular object in 80% of the label’s occurrences during training, at test infants 

preferentially looked to that object over a foil object with which the label never co-occurred. 

However, when the label referred to one object 80% of the time and to the foil object the 

other 20% of the time, infants looked equally to both objects when hearing the label at test. 

Voloumanos and Werker’s findings suggest that infants struggle to learn the association 

between a word and its referent when they co-occur only probabilistically. Likewise, infants 

may fail to capitalize on higher-order correlations between statistics and semantics in word 

learning tasks when these associations are probabilistic, despite successfully capitalizing on 

deterministic relationships (Lany & Saffran, 2010).
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In sum, preliminary evidence suggests that statistical cues marking grammatical categories 

can support word learning, but a more ecologically valid test of this ability would provide an 

opportunity to more stringently evaluate this hypothesis. Thus, the current study tested the 

extent to which infants can capitalize on probabilistic cues in a word-learning task, and 

whether this varies concurrently with their level of language development. The methods 

incorporated a three-phase design adapted from Lany and Saffran (2010; see Figure 1). In 

the first phase, Auditory Familiarization, 22-month-old infants listened to an artificial 

language containing two word-categories that were marked by correlated distributional and 

phonological cues at probabilistic levels comparable to those in natural languages. During 

the Referent Training phase, phrases from the language were paired with pictures of 

uncommon animals and vehicles. Across the miniature lexicon, the semantic properties of 

words were probabilistically related to their distributional and phonological properties, such 

that words within a categories were predominantly associated with either animals or 

vehicles. The Test phase assessed whether infants learned the trained labels.

Critically, Lany and Saffran (2010) found that experience with reliable distributional and 

phonological cues in the speech stream is key to word learning in this difficult task: When 

words’ distributional and phonological properties correctly indicated words’ membership 

100% of the time, infants successfully learned label-referent pairings. In contrast, when 

distributional and phonological cues were not reliably correlated with category membership, 

infants failed to learn label-referent pairings. Thus, if infants learn the trained label-referent 

associations in the current experiment, it would provide evidence that probabilistic 

correlations among cues associated with category membership can support word learning.

Twenty-two months is an age at which infants’ lexical and grammatical learning is 

undergoing dramatic development (Bates et al., 1988; Fenson et al., 1994). If statistical 

learning ability supports such developments, then individual differences in performance on 

the statistical learning task should be related to measures of native language development at 

the same age. In particular, if tracking these cues supports learning grammatical patterns in 

speech, then infants who are better able to do so should be relatively advanced in their 

grammatical development. Likewise, sensitivity to these cues support learning the meanings 

of words, then infants who are better able to track them may have larger native language 

vocabularies. Thus, in addition to testing whether infants can use probabilistic cues to 

support word learning, this experiment will test the extent to which infants’ performance on 

a laboratory-based statistical-learning task is related to their vocabulary size and 

grammatical development.

Method

Participants

Forty 22-month-old monolingual English-speaking infants (mean age = 667 days, range = 

643–690 days, 21 female) participated. All infants were born full term, and were free of 

problems with hearing, vision, or language development, according to parental report. 

Families were primarily Caucasian, and middle-to upper-middle-class. Expressive 

vocabulary on the MCDI Short Form: Level II (Fenson et al., 2000) ranged from 7 to 84 

words (mean = 40), with percentile scores ranging from 5 to 90% (mean = 35%). Grammar 

Lany Page 4

Child Dev. Author manuscript; available in PMC 2015 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



scores ranged from 1 to 3. Data from additional infants were excluded for failure to 

complete the experiment (i.e., refusal to sit in the parent’s lap, or crying for longer than 30 

seconds: N=18, or equipment failure; N=1).

Materials

Auditory Familiarization consisted of an artificial language that contained two a-words 

(ong, erd), two b-words (alt, ush), and eight each of the X- and Y-words (see Table 1). The 

X-words were disyllabic (e.g., coomo, loga), while the Y-words were monosyllabic (e.g., 

deech, skige). The words were combined into phrases such that 75% took the form of aX and 

bY, and the remaining 25% took the form of aY and bX. Thus, the correlations between 

words’ distributional and phonological properties were reliable but probabilistic: 75% of the 

time a-words were followed by disyllabic words (e.g., ongcoomo, erdcoomo) and b-words 

were followed by monosyllabic words (e.g., alt deech, ushdeech). This level of cue 

reliability is similar to that found in English (Monaghan et al., 2005; 2007)

An adult female was recorded speaking the materials in an animated voice. Materials were 

digitized for editing, and phrases were created by splicing word tokens together. The 

language contained 32 unique phrases (12 each aX and bY, and 4 each aY and bX; see Table 

1). Within phrases, words were separated by 100 msec. Strings were created by combining 

two phrases separated by 300 msec, and strings were separated by 700 msec.

Referent Training materials consisted of phrases from Auditory Familiarization paired with 

realistic pictures of animals and vehicles that are unlikely to be familiar to infants of this age 

(Dale & Fenson, 1996). The relationships between words’ distributional, phonological, and 

semantic properties were reliable but probabilistic: 75% of Xs referred to pictures from one 

semantic category (e.g., animals), and likewise, as preceded 75% of the labels for animal 

pictures (Table 2). The picture-phrase pairings were counterbalanced such that for half of 

the infants aX phrases predominantly referred to animals and bY phrases predominantly 

referred to vehicles, and vice versa for the remaining infants. The pairings between specific 

Xs and Ys and referents were also counterbalanced.

This artificial language strongly parallels structure found in natural languages in which 

animate and inanimate nouns are used with different determiners (e.g., Algonquin; Corbett, 

1991) or classifiers (e.g., Chinese, Korean, Japanese, and ASL; Aikhenvald, 2000). 

Likewise, the artificial language contained two word clusters that differed as a function of 

their statistical properties, and those clusters mapped onto a conceptual-semantic distinction 

that parallels both noun/verb distinctions and the count/mass-distinction within nouns. 

Importantly, while this linguistic distinction between animates and in animates is present in 

many natural languages, it would be unfamiliar to infants learning English.

The relationships between the distributional, phonological, and semantic properties of words 

were manipulated to create three label types: Double-Cue, Distributional-Cue, and 

Phonological-Cue labels; see Table 2). In the 4 Double -Cue labels, familiar phrases 

containing the predominant associations between distributional and phonological cues (i.e., 

aX and bY phrases) were associated with referents. Specifically, two aX phrases were paired 

with pictures of animals, and two bY phrases were paired with pictures of vehicles (e.g., 
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ongcoomo and erdcoomo labeled a guinea pig, while alt deech and ushdeech labeled a 

Vespa truck). In the Distributional-Cue labels and Phonological-Cue labels, the phrases took 

the form aY and bX. Thus, the phrases were familiar to infants, but they did not conform to 

the predominant co-occurrence pattern. Moreover, for these mappings, the semantic 

properties of words aligned with either the predominant distributional-semantic or the 

phonological-semantic associations, but not both. The 2 Distributional-Cue labels consisted 

of an aY phrase paired with an animal picture and a bX phrase paired with a vehicle picture 

(e.g., ongjic and erdjic labeled a ram, while alt kicey and ushkicey labeled a golf cart). Thus, 

in these trials, the distributional properties of the words were consistent with the 

predominant semantic mappings (e.g., words following ong and jic typically referred to 

animals), but their phonological properties were more typically associated with the other 

semantic category. Likewise, the 2 Phonological-Cue labels consisted of an aY phrase paired 

with a vehicle and a bX phrase was paired with an animal, such that only the phonological 

properties of the words were consistent with the predominant mappings.

These three label types were used to shed light on how statistical cues promote word 

learning. In Double-Cue labels, the strongest level of support was available to infants: The 

phrases containing the labels followed the predominant co-occurrence patterns, and both 

their distributional and phonological properties were most often associated with referents 

from that category. Moreover, these trials were equivalent to the Familiar trials in Lany and 

Saffran (2010, 2011) in that trained pairings between aX phrases and animal pictures, and 

between and bY phrases and vehicle pictures, were tested. The key difference is that in the 

current study the category-level correlations within the miniature lexicon were probabilistic. 

The Distributional- and Phonological-Cue labeling phrases, while familiar, did not conform 

to the predominant patterns. Moreover, only one cue in the labeling phrase supported 

forming the mappings, while the other cue was more strongly associated with the other 

semantic category. Thus, these labels may be more difficult to learn and remember. In 

particular, if benefits to word learning arise solely from facilitated processing of phrases that 

follow the predominant co-occurrence patterns, then infants should successfully learn 

Double-Cue labels, but fail to learn Distributional- and Phonological-Cue labels.

The Test materials consisted of pictures from referent training and the phrases that labeled 

them. On each trial, infants saw a pair of pictures from the same semantic category (two 

animals or two vehicles), and heard a phrase that had been associated with one of them (see 

Figure 2). Infants were tested on Double Cue, Distributional Cue, and Phonological Cue 

labels.

Procedure

Infants were tested individually in a sound-attenuated booth (see Figure 1 for a schematic). 

During the Auditory Familiarization phase, the artificial language strings were played from a 

speaker mounted in the booth using Quicktime software. Each of the 32 unique phrases 

occurred 4 times during the randomized sequence. During this phase infants could move 

around in the booth and play quietly.

The remainder of the experiment was controlled by Habit X software (Cohen, Atkinson, & 

Chaput, 2004). Infants were seated on the parent’s lap approximately 1m from a projector 
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screen, and parents wore opaque glasses. During Referent Training, each trial consisted of a 

single picture presented on the lower left or right corner of the screen for 6.5 sec via an LCD 

projector. To maintain infants’ attention, the picture moved up and down once over the 

course of the trial. Two labeling phrases (e.g., “ongcoomo, erdcoomo,” separated by 300 

msec of silence) were played from a speaker below the screen beginning 1.5-sec after the 

picture appeared. Labels were presented in these two “sentence contexts” within training 

trials, similar to labeling practices in natural language (e.g, It’s a book! Look at the book”). 

Each of the 8 pictures was presented 4 times, with position on the screen and order of the 

labeling phrases counterbalanced across trials. A 7 sec cartoon was presented after every 4th 

trial to keep infants engaged.

During Testing, all trials consisted of two pictures presented simultaneously for 6.25 sec on 

the lower left and right sides of the screen. After 2 seconds, a label for one picture (the 

target) was played. Two labels of each type (Double Cue, Distributional Cue, and 

Phonological Cue) were tested. Each label was tested 4 times, yielding a total of 24 test 

trials. Test-trial order was randomized, and a 7 sec cartoon was again presented after every 

4th trial to maintain infants’ attention. Each picture appeared with equal frequency and 

served as the target equally often, with side of presentation counterbalanced. Infants’ 

looking behavior during the test was recorded onto a DVD at 30 frames/sec.

After the Test Phase, caregivers filled out the MacArthur Short Form: Level II (Fenson et 

al., 2001). The short-form version of the MCDI includes a parent-report measure of 

expressive vocabulary size, or the number of items from a 100-word inventory spoken by 

the infant. This inventory includes a subset of the words included on the full-length version 

of the MCDI: Words and Sentences. The Short Form was designed to maximize 

measurement accuracy while minimizing administration time, and thus does not also include 

a comprehension measure. Infants’ scores on the short form are strongly correlated with 

those on the long form, confirming the validity of the measure. Reliability as measured by 

Chronbach’s alpha is also high (Fenson et al., 2000).

The short form also contains an index of grammatical development, specifically a measure 

of the frequency with which infants produce multi-word utterances. Possible responses are 

“not yet”, “sometimes”, or “often”. A normative study of 1, 803 infants suggests that that the 

median age of attainment of the “often” designation is 22 months(Fenson et al., 1993). 

Consistent with these norms, approximately half of the 22-month-olds in this sample (23 of 

40) fell into this category. The onset of word combinations is widely considered to be a sign 

of emerging grammatical skill. Infants’ scores on this measure track other measures of 

grammatical proficiency on the longer form of the MCDI. For example, like the Maximum 

Sentence Length and Sentence Complexity measures of grammatical level on the Words and 

Sentences version, combination scores correlate highly with vocabulary size (Fenson et al., 

1993; Dale et al., 2000). The onset of word combinations is reliably predicted by children’s 

ability to combine speech and gestures (Iverson & Goldin-Meadow, 2005), a development 

that also predicts measures of grammatical competence at 42 months (Rowe & Goldin-

Meadow, 2009). Altogether, these data suggest that the measure reflects something 

meaningful about early grammatical development.
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Data Analysis Procedure

Recordings of the test phase were viewed by trained observers who coded whether the infant 

was looking to the picture on the left, on the right, transitioning between pictures, or off-task 

for each frame (see Fernald, Zangl, Portillo, & Marchman, 2008). Coders were blind to the 

hypotheses of the current experiment, to infants’ MCDI scores, and to the stimuli presented 

and location of the Target picture on any given trial. Agreement between coders within a 

single frame was greater than 99%. Each trial was divided into two time windows for the 

purposes of statistical analysis. The Baseline window included the 2000 ms of silence at the 

start of each trial. The Target window began 1000ms after the onset of the X or Y, and ended 

2000 ms after the word onset. These windows were chosen based on previous studies using 

this paradigm (e.g., Fernald et al., 2008; Lany & Saffran, 2010; 2011). In previous work 

with this artificial language, infants sometimes show increased looking to the target 

beginning 367ms after the onset of the labeling phrase (Lany & Saffran, 2010). However, 

for harder test trials, such as ones that require generalization, increases in looking to the 

target emerge later. Consistent with the fact that the labels in this artificial language may be 

more difficult to learn, infants in the current study show increased looking to the target 

picture only after hearing the entire label. Infants did not show increased target-looking for 

any trials during the time window prior to label offset, regardless of their native language 

scores or the label type tested.

Trials during which infants were not attending for at least half of both the Baseline and 

Target Windows were not included in the analyses. The proportion of trials an infant was 

looking to the target at each 33 ms interval was calculated. A word-learning score was 

created for each infant by subtracting the mean proportion of looking to the target during the 

Baseline window from the mean proportion of looking to the target during the Target 

window (Table 3). Word-learning scores above zero indicate greater looking to the target in 

response to the label.

Results

Preliminary analyses revealed no effects of sex on word-learning scores, and thus this factor 

was not included in subsequent analyses. The first set of analyses were designed to test 

whether infants learned the trained words successfully, and whether learning varied as a 

function of language proficiency. Infants were classified as High- or Low-Vocabulary, and 

High- or Low-Grammar, based on their MCDI scores. The primary function of these 

classifications was to form groups of roughly equal sizes whose performance could be 

compared to each other and to chance. High-Vocabulary infants (N=21) produced 37 or 

more words, and Low-Vocabulary infants (N=19) produced fewer. This cut-off was also 

used in previous research with this artificial language with infants of this age (Lany & 

Saffran, 2011). Infants were classified as High-Grammar (N=23) if they combined words 

often, and as Low-Grammar (N=17) if they did so sometimes or not at all. Because 22 

months is the median age at which children reach this level, using it as a cut-off 

distinguishes infants who are developing at an average or better-than-average pace from 

infants who are slower than average. The majority of High-Grammar infants (17 of 23) were 

also in the High-Vocabulary group, and vice versa (13 of 17 infants with Low-Grammar 
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scores were also in the Low-Vocabulary group). A logistic regression confirmed that this 

distribution was not random (χ2 = 10.4, p = .001, B = −2.22, SE = .74).

A mixed ANOVA including label type as a within-participant factor, and grammatical 

development and vocabulary size as between-participant factors revealed that High-

Grammar infants had better word-learning scores (M=.08, SE=.02) than Low-Grammar 

infants (M=−.02, SE=.023); F(1, 36)=10.2, p=.003 (see also Table 3). In this and all 

subsequent analyses, α was set to .05. No other main effects or interactions reached 

significance. One-sample t tests comparing word-learning scores for each label type to 

chance (i.e., a score of zero, or no increase in looking to the target picture) revealed that 

High-Grammar infants learned Double-Cue and Distributional-Cue labels, while failing to 

learn Phonological-Cue labels (Table 3 and Figure 3a). Low-Grammar infants showed no 

evidence of learning for any of the label types (Table 3 and Figure 3b). In sum, infants with 

higher levels of grammatical development successfully learned Double- and Distributional-

Cue labels, while infants with lower levels of grammatical development showed no evidence 

of learning for any of the label types.

Given that there was a high degree of overlap in infants’ Vocabulary and Grammar scores, 

the effect of grammatical development in the ANOVA may in part reflect an effect of 

vocabulary size on the statistical learning task. Two additional analyses tested the extent to 

which infants’ grammar scores were specifically related to performance on the statistical 

learning task. In the first analysis, infants’ were divided into four groups; High-Grammar 

and High-Vocabulary (N=17), High-Grammar and Low-Vocabulary (N=6), Low-Grammar 

and High-Vocabulary (N=4), and Low-Grammar and Low-Vocabulary (N=13). The mean 

word-learning score for the High-Grammar and High-Vocabulary infants was .09 (SE = .

026), which did not differ from word learning in infants with High-Grammar and Low-

Vocabulary scores (M = .10, SE = .044), p = .79. However, it did differ from performance of 

infants with Low-Grammar and High-Vocabulary scores, (M = −.08, SE = .054), p = .007. 

Thus, infants with High-Grammar but Low-Vocabulary scores evidenced high levels of 

learning, similar to infants with High-Grammar and High-Vocabulary scores. In contrast, the 

13 infants with Low-Grammar and High-Vocabulary scores did not appear to learn, 

performing no differently from infants with Low-Grammar and Low-Vocabulary (M = .02, 

SE = .03), p = .12.

These findings suggest that infants’ ability to capitalize on statistical regularities marking 

grammatical categories in a word learning task is related to language development, and to 

grammatical development in particular. If this is the case, then a similar relation should 

emerge using correlational analyses in which the full range of native language scores and the 

shared variance in infants’ grammatical development and vocabulary size can be taken into 

account. Because there were no reliable differences in performance as a function of label 

type, word-learning scores were collapsed across this factor, and the results of these analyses 

did not differ when using only Double- and Distributional-Cue trials. Consistent with 

previous research (see Bates & Goodman, 1997 for a review), infants’ vocabulary size and 

grammar scores were positively correlated, r(40) =.61, p<.001. Infants’ grammar scores 

were related to performance on the statistical learning task, r(40)=.45, p=.004, however 

vocabulary size was not, r(40)=.12, p=.45. A hierarchical regression regression in which 
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vocabulary size was entered first, and grammar scores were entered second, revealed that 

grammar accounted for significant variance in performance even when controlling for 

vocabulary size; ΔR2(37) = .215. p< .01 (see Table 4). These findings, combined with the 

lack of significant correlation between vocabulary size and statistical learning, suggest that 

infants’ grammatical development, was selectively related to performance on the statistical 

learning task.

In sum, infants with higher levels of grammatical development showed evidence of word 

learning when the distributional, phonological, and semantic properties of words were 

probabilistically correlated, while infants with lower levels of grammatical development did 

not. High-Grammar infants’ ability to learn labels did not differ as a function of label type 

(i.e., the extent to which the distributional, phonological, and semantic cues aligned with the 

predominant associations), though they showed significant evidence of learning only for 

Double-Cue and Distributional-Cue labels. In contrast, infants’ performance did not differ as 

a function of whether they were classified as High- or Low-Vocabulary. A regression 

confirmed that while vocabulary size and grammatical development were related to each 

other, only grammatical development was strongly related to performance on the statistical 

learning task.

Discussion

The current study tested whether infants can use probabilistic cues to learn the meanings 

associated with words and word categories, and whether their ability to do so is related to 

concurrent levels of native language development. Infants first listened to an artificial 

language in which two word categories were distinguished by probabilistic distributional 

and phonological cues. They were then trained on a set of word-referent associations in 

which correlations between the distributional, phonological, and semantic properties of 

words were probabilistic. We found that only infants with higher levels of grammatical 

development successfully learned the trained associations between words and referents. 

Moreover, infants’ grammatical development, but not their vocabulary size, was related to 

their performance.

In previous work with this artificial language, infants successful learned word-referent 

associations when distributional and phonological cues were perfectly correlated, but failed 

to do so when these cues were uncorrelated, regardless of their level of native language 

development (Lany & Saffran, 2010). This suggests that the probabilistic correlations among 

distributional and phonological properties played a critical role in the High-Grammar 

infants’ ability to learn word-referent associations. In particular, it is not the case that High-

Grammar infants are simply better at memorizing words or phrases and learning their 

associated referents, regardless of their distributional and phonological properties. If so, the 

High-Grammar infants in Lany and Saffran (2010) would have shown a similar advantage 

when cues were uncorrelated. Thus, the current findings, together with those of Lany and 

Saffran (2010), provide strong evidence that the presence of correlations among words’ 

distributional, phonological, and semantic properties enhances infants’ ability to learn word-

referent mappings.
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The fact that only infants with more advanced grammatical development performed better 

on this task may suggest that they were more successful at learning the statistical regularities 

during Auditory Familiarization, and thus had a foundation for learning semantic 

information. In particular, sensitivity to these statistical regularities may facilitate word 

learning by promoting infants’ ability to encode the speech sequences. Hearing a word in a 

predictable context promotes its identification, as infants more readily encode a novel noun 

when it follows a determiner vs. an adjective, particularly if it conforms to typical noun 

phonology (Farmer, Christiansen, & Monaghan, 2006). Facility with encoding would in turn 

make it easier to determine the referent of the novel word, and to form a robust mapping 

between them.

Another possibility is that High-Grammar infants were better able to capitalize on statistical-

semantic correlations amongst words. Sensitivity to statistical-semantic correlations may 

promote lexical organization, or the formation of links or associations between words with 

similar properties. For example, words that occur after “a” and contain the diminutive 

marker “y’ tend to refer to objects and animals. Forming links between weak or fragile 

representations may have the effect of strengthening them and promoting their retention. 

Moreover, such organization within the lexicon could support more efficient learning of 

novel words with these distributional, phonological, or semantic properties. Specifically, 

strengthening links among words that share context, phonology and meaning may heighten 

attention to relevant properties and support forming memories for the mappings (e.g., 

Sandhofer & Smith, 2004; Smith et al., 2002; Yoshida & Smith, 2005).

These explanations for the benefits of sensitivity to statistical cues in language development 

are consistent with the fact that there are major developments in both speech processing and 

lexical organization in the second year. For example, infants’ ability to process speech 

improves dramatically between 15 and 24 months (Fernald et al., 1998), and that increases 

in speech processing efficiency are linked to gains in language proficiency, including 

grammatical development (Fernald, Perfors, & Marchman, 2006). Likewise, lexical 

organization increases as children approach 24 months of age. For example, by 18 months 

infants exhibit phonological priming, such that activating the word “cat” speeds processing 

of words sharing an onset, such as “cup” (Mani & Plunkett, 2010). By 21 months of age, 

infants show priming for semantically related words, such that presenting the word “cat” 

facilitates finding the referent of “dog” (Arias-Trejo & Plunkett, 2009).

The current findings also shed light on to the extent to which infants use words’ covers (i.e. 

their phonological properties) and the company they keep (i.e., their distributional 

properties) to support word learning. The fact that infants with higher levels of grammatical 

development were more likely to use distributional cues than infants with lower levels 

suggests that learning distributional regularities and using them in online speech processing 

may be quite demanding. Words providing distributional cues could become associated with 

semantic information through the irreliable co-occurrence with the specific labels for those 

referents (e.g., nouns in English are often preceded by determiners, such as “a” and “the”). 

Distributional cues could also become linked to semantic information through direct co-

occurrence with individual referents: Because determiners reliably precede nouns, they also 

often occur with the referents themselves. In either case, tracking distributional cues to 
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category membership is likely to place heavy demands on encoding and memory, and is 

consistent with the fact that infants with more advanced language skills are better able to 

capitalize on these cues.

In contrast, High-Grammar infants failed to show significant learning of Phonological-Cue 

labels in the current study. In these labels, phonological and distributional cues were both 

present, but they conflicted: A two-syllable word was associated with an animal, and across 

the lexicon most animals were labeled by two-syllable words, but the distributional 

properties were more often linked to words from other semantic category. In other words, 

infants had a difficult time learning the association between a two-syllable word and animal 

referent when that word is preceded by a word that typically precedes vehicle labels. In 

contrast, they successfully learned the association between a 1-syllable word and an animal 

referent when it is preceded by a word that typically precedes animal labels (i.e., they 

learned Distributional-Cue labels). This pattern of findings may suggest that infants weigh 

distributional cues more heavily, or that they are more sensitive to violations of 

distributional-semantic relationships than phonological-semantic ones. This could reflect 

carry-over from their experience with English, in which highly frequent functional elements 

like “a” and “the” are relatively strong cues to category membership and semantics, while 

individual phonological cues are relatively weakly associated with category membership. 

These results should be interpreted cautiously given that there is some suggestion of more 

modest learning of these labels, and because previous work suggests that infants can use 

phonological cues in word-learning under some circumstances (Lany & Saffran, 2011).

More broadly, the current findings suggest that statistical learning plays an important role in 

both word learning and grammatical development. Previous research indicated that infants’ 

experience listening to speech containing statistical cues marking grammatical categories 

facilitates grouping words into grammatical categories and learning simple grammatical 

patterns (Gerken et al., 2005; Gomez & Lakusta, 2004). The current study revealed that 

infants’ can capitalize on such probabilistic cues in a word learning task, and that this ability 

is related to their concurrent grammatical development. Infants with lower levels of 

grammatical development may fail to capitalize on these cues because tracking them is 

highly demanding: It requires encoding subtle phonological properties as well as learning 

distributional regularities, and tracking the correlations among them and associated semantic 

information.

The fact that infants’ ability to use statistical cues marking grammatical categories in a 

laboratory task was associated with their native-language grammatical development is 

consistent with the hypothesis that statistical learning ability supports language acquisition 

“in the wild”. In particular, it suggests that tracking these cues in speech supports learning 

grammatical structure. Interestingly, while vocabulary size and grammatical development 

were correlated with each other, only grammatical development was related to word-

learning on the statistical learning task. Given that the use of these cues in word-learning 

primarily driven by infants’ use of grammatical knowledge to learn words in their native 

language, it may take longer for such learning to be evidenced by gains in vocabulary size. 

Thus, while performance on this task was unrelated to concurrent measures of vocabulary 

size, it may be related to vocabulary size at later points in development.
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It is important to note the measure of grammatical development used in the current study is 

relatively coarse, and does not provide nuanced information about what aspects of grammar 

are known by these infants. In addition, our findings on statistical learning and grammatical 

development are correlational, and it is impossible to rule out the possibility that increases in 

statistical learning and grammatical development may both be driven by a third, unmeasured 

factor. Thus, while these data are consistent with the hypothesis that the ability to track 

correlations among words’ distributional and phonological properties, and to use such cues 

to support word-learning, is related to grammatical development, stronger claims must await 

further testing.

Overall the current findings make two important contributions to our understanding of the 

role of statistical learning in language development. First, they demonstrate that infants can 

capitalize on probabilistic associations between distributional, phonological, and semantic 

cues. These findings provide key support for the hypothesis that infants’ sensitivity to 

statistical properties of words marking grammatical categories is an important mechanism 

driving developments in both lexical and grammatical learning. Second, they provide an 

important link between controlled tests of statistical learning ability and native language 

proficiency, suggesting that statistical learning is relevant outside the laboratory. Continued 

study of how statistical learning supports these developments may shed light on the 

acceleration in both lexical and grammatical development in the second year, and sources of 

difficulty for infants who are delayed in achieving these milestones.
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Figure 1. 
A schematic of the three phases of the experimental procedure.
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Figure 2. 
An example of a test trial containing a guinea pig and a Vespa truck. Two seconds after the 

appearance of the pictures, the auditory stimulus began to play.
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Figure 3. 
Figures 3A and B. Mean proportion of trials on which infants in were looking to the target 

picture across the three trial types. Chance is .5. The Target Window boundaries are 

demarcated by solid lines, with the onset and offset of target words marked by dashed lines.
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Table 1

Auditory Familiarization Materials

a1X1–6 a2X1–6 b1Y1–6 b2Y1–6

ongcoomo erdcoomo alt deech ushdeech

ongfengle erdfengle alt gope ushgope

ongbevit erdbevit alt vot ushvot

ongmeeper erdmeeper alt rud ushrud

ongpaylig erdpaylig alt vabe ushvabe

ongwazil erdwazil alt tam ush tam

a1Y7–8 a2Y7–8 b1X7–8 b2X7–8

ongjic erdjic alt kicey ushkicey

ongskige erdskige alt loga ushloga
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Table 2

Referent Training Materials

Trial Type Labeling Phrases Picture Referents

Double Cue ongcoomo
erdcoomo

Double Cue ongfengle
erdfengle

Phonological Cue alt loga
ushloga

Distributional Cue ongjic
erdjic

Double Cue alt deech
ushdeech

Double Cue alt gope
ushgope

Phonological Cue ongskige
erdskige
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Trial Type Labeling Phrases Picture Referents

Distributional Cue alt kicey
ushkicey
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Table 3

Mean Proportion Looking to the Target Picture on Trials, with Standard Errors in Parentheses, as a Function 

of Grammatical Proficiency

Proportion Looking to Target Increase in Proportion Looking to Target

Baseline Target

High Grammar

 Double Cue .50(.02) .61(.03) .11(.03)**

 Phonological Cue .53(.02) .60(.03) .06(.04)

 Distributional Cue .48(.02) .59(.04) .11(.05)*

 Overall .50(.01) .60(.02) .09(.02)

Low Grammar

 Double Cue .52(.02) .52(.03) −.001(.03)

 Phonological Cue .52(.02) .50(.04) −.03(.04)

 Distributional Cue .51(.02) .51(.05) .01(.06)

 Overall .52(.01) .51(.02) −.01 (.03)

Note: The mean proportion of trials on which infants were looking to the target picture across the Baseline and Late Target windows is shown on 
the left panel. Word-learning scores, or increases in looking to the target picture during the Target windows relative to Baseline, are shown on the 
right panel. One sample t tests comparing increase in proportion looking to target to chance (no difference): p≤.01 = **, p≤.05 = *.
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