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In categorical perception (CP), continuous physical signals are
mapped to discrete perceptual bins: mental categories not found in
the physical world. CP has been demonstrated across multiple
sensory modalities and, in audition, for certain over-learned speech
and musical sounds. The neural basis of auditory CP, however,
remains ambiguous, including its robustness in nonspeech pro-
cesses and the relative roles of left/right hemispheres; primary/non-
primary cortices; and ventral/dorsal perceptual processing streams.
Here, highly trained musicians listened to 2-tone musical intervals,
which they perceive categorically while undergoing functional mag-
netic resonance imaging. Multivariate pattern analyses were per-
formed after grouping sounds by interval quality (determined by
frequency ratio between tones) or pitch height (perceived noncate-
gorically, frequency ratios remain constant). Distributed activity pat-
terns in spheres of voxels were used to determine sound sample
identities. For intervals, significant decoding accuracy was observed
in the right superior temporal and left intraparietal sulci, with
smaller peaks observed homologously in contralateral hemispheres.
For pitch height, no significant decoding accuracy was observed,
consistent with the non-CP of this dimension. These results suggest
that similar mechanisms are operative for nonspeech categories as
for speech; espouse roles for 2 segregated processing streams; and
support hierarchical processing models for CP.

Keywords: auditory categories, categorical perception, intraparietal sulcus,
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Introduction

An overarching feature of perception is the awareness of stimuli
as “whole” objects, rather than complex amalgams of ambigu-
ous physical signals. A specific aspect of this phenomenon
occurs for certain classes of stimuli that are subject to “categori-
cal perception” (CP), whereby continuous physical signals are
mapped onto discrete mental categories, mediated by long-term
memory. CP was first behaviorally demonstrated in speech per-
ception (Liberman et al. 1957) and later in nonspeech and non-
auditory domains, including perception of musical intervals
(Burns and Ward 1978; Zatorre and Halpern 1979) and color
(Bornstein 1984), implicating it as a more general phenomenon.
The neural substrates of CP remain unclear, but increasing evi-
dence indicates that it may be mediated by 2 dissociable streams
of information processing: (1) A more perceptual ventral system
focused on object identification/recognition and (2) a dorsal
system related to motor production, with requisite linkages to
the premotor/motor system (Hickok and Poeppel 2007;
Rauschecker and Scott 2009).

Over the past decade, functional neuroimaging studies of
CP have implicated subregions of the left superior temporal

sulcus (STS; Liebenthal et al. 2005; Joanisse et al. 2006; Leech
et al. 2009), thought to be part of a ventral stream, as well as
portions of the posterior superior temporal gyri (STG) and left
parietal and frontal lobes, thought to be nodes in a motor-
related dorsal stream (Raizada and Poldrack 2007; Hutchison
et al. 2008; Myers et al. 2009). Most of these studies, however,
have employed speech (or speech-like) stimuli, leading to
what may be an overgeneralization of the predominantly left
hemispheric results. A study examining blood oxygen level-
dependent (BOLD) responses to categorically perceived
musical intervals implicated the right STS and left intraparietal
sulcus (IPS; Klein and Zatorre 2011), indicating that these corti-
cal streams may also be recruited for nonspeech categorical
processing. The wide variety of intra- and extra-STS peaks is
likely due in part to design choices (specific in-scanner exper-
imental tasks, control conditions, and contrasts), leading to
differences in networks observed for any one task/contrast (a
situation complicated by the range of sensitivity available via
univariate and multivariate analysis methodologies). This lit-
erature, and the resultant interpretation of imaging results, is
further complicated by the strictness with which true CP is be-
haviorally defined; many studies report data for identification,
but not discrimination tasks, while the latter is the only way to
ascertain that the processing of category information in some
way dominates perception (Repp 1984). Thus, while evidence
has begun to mount implicating the STS in categorical proces-
sing, the totality of the neural circuitry underlying both speech
and nonspeech auditory category perception remains an open
question.

To examine the neural basis of nonspeech auditory CP
while minimizing potential confounds due to the nature of
tasks and control stimuli, we utilized multivariate pattern ana-
lyses (MVPAs), which consider data from spatially distributed
patterns of brain activity to differentiate between experimental
conditions (Haynes and Rees 2006; Mur et al. 2008; Pereira
et al. 2009). MVPA’s enhanced sensitivity over univariate
General Linear Model (GLM) analyses allows for (a) compari-
son between “sibling” conditions of interest from the same
underlying continuum, as opposed to use of “null” conditions
lacking some essential quality (e.g., direct comparison of
2 speech phonemes without the need for acoustically matched
controls that are not perceived as speech sounds) and (b) utiliz-
ation of fairly passive scanning protocols, free of major be-
havioral task requirements. Using a local pattern analysis
“searchlight” approach (Kriegeskorte et al. 2006), we sought to
distinguish between brain regions carrying decodable infor-
mation about the categorical quality of musical intervals from
any regions underlying noncategorical processing of pitch
height. Compared with speech stimuli, musical intervals are
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nonlinguistic, acoustically simple, and allow for experimental
and orthogonal differentiability based on the same feature
(tone frequency). Thus, the use of musical intervals allows for
the possibility to dissociate bottom-up, absolute pitch-based
effects (present in both stimuli dimensions in roughly equal quan-
tity) from top-down, categorical memory-based effects (present
in the interval quality—but not the absolute frequency—
dimension).

Unlike prior imaging studies of CP, we employed a combi-
nation of (a) behavioral identification and discrimination tasks
to be certain that true CP was demonstrated; (b) 3 categories per
continuum, in order to be certain that observations were not
due to anchoring/range effects (Simon and Studdert‐Kennedy
1978); and (c) an orthogonal control dimensions, which circum-
vent confounds due to differences in the physical features of
stimuli. Because analyses decoding only single exemplars of
musical intervals would not allow us to dissociate which com-
ponent of the results were due to categorical differences as
opposed to acoustic differences between the sounds, the classi-
fiers were trained and tested on multiple exemplars of each in-
terval varying in absolute pitch (i.e., roved in the orthogonal
dimension), and these MVPA results were compared with those
from the orthogonal analysis based on the pitch height dimen-
sion, which was not predicted to be categorically perceived.
Classification of categorical qualities was hypothesized to occur
in the superior temporal and intraparietal sulci, with successful
pitch height decoding predicted in the STG.

Materials and Methods

Study Participants
We recruited 37 trained musician participants (22 females, minimum 5
years formal training and currently practicing or performing); the
majority of whom came from McGill University’s undergraduate and

graduate music student populations and none of whom possessed
absolute pitch abilities. Of this cohort, we selected 10 participants (4
females, average 13 years of musical training, 8 instrumentalists, and 2
singers) who showed the greatest degree of CP, as determined by dis-
crimination task performance (see “prescanning behavioral tasks”
below). All participants gave their informed consent. Ethical approval
was granted by the Montreal Neurological Institute Ethics Review
Board.

Pretest Sound Stimuli
Each experimental stimulus was composed of a 2-tone melodic (i.e.,
sequential) interval. Each 750-ms complex tone was synthesized in
Audacity and Max/MSP software out of 5 harmonics with amplitudes
inversely proportional to the harmonic number. A volume envelope
was applied (initial 50 ms ramp from 0% to 100% and final 50 ms ramp
from 100% to 0%) in order to avoid onset and offset percussive clicks,
and sound intensity was adjusted to each subject’s comfort level. The
two 750-ms tones in a given interval were separated by a 500-ms silent
gap, resulting in 2000-ms long intervals (only 1500 ms of which con-
tained sound). The second tone always the higher-pitched of the two.

A musical interval in common Western musical practice is defined
by the frequency ratio (measured in terms of a logarithmic frequency
variable termed “cents”) between its constituent tones, rather than by
the absolute frequencies of the tones. This feature allows us to con-
struct intervals that are invariant in the category they belong to, but are
made from tones with different frequencies. The stimulus set we con-
structed thus varied along 2 orthogonal dimensions. In the first dimen-
sion (“interval quality”), the frequency ratio between the higher- and
lower-pitched tones varied, with ratios derived from equally tempered
semitones (in which each 100 cents corresponds to a semitone, and the
3 intervals we used, minor third, major third, and perfect fourth, corre-
spond to 300, 400, and 500 cents, respectively). These values ranged
from 287.5 to 512.5 cents, with stimuli generated at 12.5-cent incre-
ments (see Fig. 1). This range spanned and included minor thirds,
major thirds, and perfect fourths, all of which are common and impor-
tant intervals in western music.

In the second (“pitch height”) dimension, which is orthogonal to
the first, the frequency values of the intervals were roved in absolute
pitch space (e.g., a 400-cent major third can be generated with base

Figure 1. (sound stimuli) Schematic of auditory stimuli used in the behavioral and imaging experiments. The imaging study used only 9 pictured stimuli, while the behavioral pretest
included those 9 in addition to many additional sounds that were “mistuned” between standard frequencies and standard frequency ratios (indicated by ellipses). Movement along
the x-axis indicates a change in interval size (i.e., frequency ratio between 2 notes), but no change in the pitch of base notes. Movement along the y-axis indicates a change in the
pitch of both notes, but no change in the frequency ratio of an interval’s 2 notes.
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notes of C-natural, C-sharp, mistuned notes between C-natural and
C-sharp, or any other frequency). Thus, without affecting the quality of
the intervals along a minor third <-> major third <-> perfect fourth di-
mension, intervals were generated with base notes that varied from
259.7 Hz (slightly below middle C) to 295.8 Hz (slightly above the D 2
semitones above middle C). The second note of each interval was then
independently calculated according to whichever frequency ratio
(from the interval quality dimension) we wished to implement. Thus,
interval quality could be manipulated without affecting the absolute
pitch of intervals, and vice versa.

In general, the chosen approach to examining CP was to (a) create a
set of sounds that were shown to be perceived categorically, (b) create
an orthogonal extension of this first set that was acoustically well
matched but not categorically perceived, (c) take the “hallmark”
exemplars from each spectrum and present them within an functional
magnetic resonance imaging (fMRI) paradigm, and (d) examine differ-
ences in how well machine learning algorithms were able to decode
within the experimental versus the orthogonal sets. CP, specifically,
was screened for in the behavioral experiment [(a) and (b)] by making
use of the continuous feature space in both the interval size and pitch
height dimensions. Afterwards, a subset of 9 of these sounds was used
during the fMRI experiment: the 3 “true” (nonmistuned) intervals
(300-cent minor third; 400-cent major third; and 500-cent perfect
fourth), each of which were synthesized with base notes of exactly
C-natural, C-sharp, and D-natural (3 × 3 design, see Fig. 1). We chose to
use an approach comparing and contrasting primary and orthogonal
stimulus dimensions (interval quality vs. absolute pitch), as both could
be manipulated via the same simple feature: frequency of constituent
tones. Links could then be made between behavioral divergence and
differing patterns of fMRI results. Three-category classification was
chosen over more common 2-category experimental designs (which
are often required in speech experiments due to the multidimensional
nature of phoneme space) in order to: (1) generalize imaging results
beyond a single pair of musical categories and (2) demonstrate behav-
ioral CP that is clearly differentiable from anchoring/endpoint effects,
mediated by short-term memory [see Hary and Massaro (1982) and
Schouten (2003) for common criticisms of 2-category perceptual
tasks].

Prescanning Behavioral Tasks
In our behavioral pretest, study participants were asked to perform a
series of 4 tasks (2 identification tasks and 2 discrimination tasks). For
each of these tasks, participants performed a practice run (2–5 min) to
ensure that they were comfortable with the response interface and un-
derstood the instructions. For each type of task (e.g., identification,
which was performed twice), participants heard the identical set of
stimuli both times, but they were asked to attend to different qualities
of the sounds (e.g., “listen for interval quality” or “listen for pitch of
base note”). The experiment was counter-balanced, so that half of the
participants performed tasks (1) and (2) prior to (3) and (4), with the
other half first performing (3) and (4).

1. Identification of interval quality.
Prior to performing the task, participants were asked to listen to a

series of exemplars of each of the 3 true interval qualities. Ten
examples of minor thirds were presented, all of which had 300-cent
frequency ratios but varied randomly in pitch height, while the
phrase “minor thirds” was displayed on the screen. This was
immediately followed by 10 examples of major thirds and perfect
fourths, respectively. For the task proper, participants were asked
to simply assign each interval with a label by pressing a keyboard
key: “j” for minor third; “k” for major third; and “l” for perfect
fourth. Participants were asked to select whichever label an interval
was closest to. Responses were not under time constraints, but par-
ticipants were asked to make their selections as quickly as they
could comfortably do so. After a response was logged, the next trial
would begin after a delay of 2000 ms. For the practice run only,
responses were followed by a visual displaying the participants’
choice (e.g., “you selected major third”) and the actual physical
property of the interval (e.g., “the interval was closest to a major
third”). No feedback was provided during post-practice runs.

Nineteen intervals were presented in a pseudorandom order, with
each interval type presented 4 times for a total of 78 trials. The pitch
height for each interval was generated pseudorandomly.

2. Discrimination of interval quality.
Participants were presented with pairs of intervals and asked to

judge which of the 2 intervals was “wider” (i.e., whether the first- or
second-presented interval had more separation between low and
high notes). This instruction therefore does not constrain the listen-
ers’ judgment with respect to the categories that they may be fam-
iliar with. Participants were instructed to press “j” or “k” if they
believed that the first- or second-presented interval met this cri-
terion, respectively. The ratio between the 2 intervals of a trial
always differed by 25 cents. Trials were balanced so that “j” and “k”
were the correct responses an equal number of times, and so that
the interval with the higher-pitched base note appeared first or
second an equal number of times. As in (1), the intervals were pre-
sented in a pseudorandom order. The orthogonal dimension of
pitch height for each interval was generated pseudorandomly, with
an additional stipulation that the base notes of the 2 intervals in any
one trial must differ by at least 37.5 cents in order to safeguard
against the possibility of participants basing their judgments solely
on the pitch of the intervals’ top notes (in a situation where both in-
tervals used identical or near-identical base notes). As in the identi-
fication task, participants first performed a practice run, where they
were given visual feedback after each trial (e.g., “Incorrect: you
selected the first interval and the second interval was wider”). No
feedback was provided during the 5 post-practice runs (each run
containing 17 trials, one for each discrimination pair, presented in a
pseudorandom order).

3. Identification of pitch height.
The stimuli used in this task were identical to those from (1). Par-

ticipants were asked to attend not to quality of the intervals (minor,
major, and perfect), but instead to the pitch of the base notes. (The
2-tone intervals were still used, but participants were instructed that
they could ignore the top tone of each interval.) Prior to performing
the task, participants were asked to listen to a series of exemplars of
each of 3 base notes: C-natural, C-sharp, and D-natural. Ten
examples of intervals with base notes of C-natural were presented,
all of which had variable top notes, while the phrase “C-naturals”
was displayed on the screen. This was then immediately followed
by 10 examples of C-sharps and D-naturals, respectively. For the
task proper, participants were asked to simply assign each pre-
sented base note with a label by pressing a keyboard key: “j” for
C-natural; “k” for C-sharp; and “l” for D-natural. Participants were
asked to select whichever label the presented sound was closest to.
Feedback was given for a practice run (e.g., “you selected C-sharp,
the presented sound was closest to D-natural”), but not the post-
practice runs. All other methods were identical to those used in (1).

4. Discrimination of pitch height.
Participants were presented with pairs of intervals and asked to

judge which of the 2 intervals had a higher-pitched base note. As in
(3), subjects were told that they could complete the task successfully
without considering the top notes of the intervals, which were
chosen pseudorandomly. As in all prior tasks, participants first per-
formed a practice run, where they were given visual feedback after
each trial (e.g., “correct: you selected the first interval and the first
interval had the higher-pitched base note”). All other methods were
identical to those used in (1–3).

Participants were chosen for the MRI experiment based on the degree
of difference between peak and trough discrimination accuracy in task
(2). Specifically, participants were screened to have an “M”-shaped in-
terval quality discrimination function, with performance troughs near
category centers (e.g., near 400 cents/“major third”) and performance
peaks far from these centers (e.g., near 450 cents/midway between
“major third” and “perfect fourth”). This function shape, with discrimi-
nation accuracy peaks near hypothesized category boundaries, is
characteristic of CP in speech and other domains (Liberman et al. 1957;
Burns and Ward 1978). Performance peaks are thought to occur when
the 2 stimuli in a discrimination task pair span such a boundary, with
long-term memory systems assigning “all or nothing” labels to the
sounds, which perceptually diverge.
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fMRI Tasks and Data Acquisition
MRI volumes were acquired on a 3-T Siemens Magnetom Trio scanner.
A high-resolution (voxel = 1 mm3) T1-weighted anatomical scan was
obtained for each participant. For each functional trial, one whole-head
frame of 39 contiguous T2*-weighted images was acquired in an as-
cending, interleaved fashion (time repetition = 9.5 s, time echo = 30
ms, 64 × 64 matrix, voxel size = 3.5 mm isotropic), yielding a total of up
to 351 BOLD volumes per subject (9 runs × 39 volumes/run). fMRI
scanning was performed via a sparse temporal sampling protocol
(Belin et al. 1999), where each trial consisted of 2000 ms of data acqui-
sition that followed 7500 ms of relative quiet. In 90% of trials, a single
melodic interval was presented 3 times for a total of 6 tones during this
quiet time period, with each 750 ms tone followed by 500 ms of
silence, and 250 ms of silence bookending the initial and final tones.
Unlike the behavioral pretest, which utilized pitches that were mis-
tuned between standard notes and ratios that were mistuned between
semitones, the MRI protocol employed only intervals that started on 3
standard base notes (“middle” C natural, C sharp, and D natural) and
used 3 standard interval ratios (300-cent minor thirds, 400-cent major
thirds, and 500-cent perfect fourths). This 3 × 3 design yielded a set of
9 unique sound samples as stimuli. Subjects were not asked to expli-
citly or implicitly identify intervals according to the interval quality or
base note. Instead, they performed an orthogonal task in which they
were asked to listen attentively and to press a response button upon
hearing a trial that contained only 5 tones instead of 6 (10% of trials).
Such oddball/catch trials were used as a check on attention/alertness
and these imaging data were discarded. This experimental protocol
was chosen above an overt identification or discrimination task in
order to look at processes that occur relatively automatically.

Each functional run consisted of 39 trials (and thus generated 39
BOLD volumes). After an initial silent trial, 4 pairs of silent baseline
trials (9 silent trials in total) were interspersed between 3 sets of 10
experimental trials (one trial for each of the 9 unique sound samples,
and one catch trial). These 10 trials were presented in a pseudorandom
order, with the main constraint being that any one interval could not
follow a trial using the same interval type or base note (e.g., a major
third starting on D natural could not follow a major third starting on C
sharp or C natural, and could not follow a minor third starting on D
natural or a perfect fourth starting on D natural). This constraint was
imposed to avoid potentially confounding adaptation effects.

Nine 39-trial runs were conducted, each of which contained sounds
in a unique order of presentation. Each participant underwent each of
the 9 runs, with half the participants performing the runs in the oppo-
site order from the other half. Of the 10 participants enrolled in the
MRI study, 6 completed the protocol exactly as planned. For 3 of the 10
participants, one run had to be discarded due to inattention (failure to
press response button for at least 2 of the run’s 3 catch trials). For 1 of
those 3 participants, an additional run had to be discarded due to
failure to comply with the instructions. The fourth participant’s data
had to be discarded due to an equipment malfunction.

GLMAnalyses
A set of GLM analyses were performed in order to (1) determine corti-
cal regions that were activated by sound (i.e., sound > silence contrast)
and (2) to perform between-condition subtractions (e.g., major >
minor) to compare with MVPA results. Standard GLM-based analyses
were performed using FSL4’s fMRI expert analysis tool (FEAT) (http://
www.fmrib.ox.ac.uk/fsl/feat5/index.html). Preprocessing steps con-
sisted of motion correction using MCFLIRT; nonbrain removal using
brain extraction tool (BET); and spatial smoothing using a Gaussian
kernel of full-width at half-maximum (FWHM) 7.0 mm. For each analy-
sis (interval quality or pitch height), a design matrix was generated
with one predictor for each category of stimulus (e.g., in the column
for “minor,” an “1” was assigned for all volumes following the presen-
tation of minor intervals and a “0” for all other volumes). As part of
FEAT, native space images were registered to the Montreal Neurologi-
cal Institute (MNI) space using FNIRT. Following the first-level analy-
sis, individual subjects’ runs were combined using a second-level,
fixed-effects analysis. Third-level between-subjects analyses were per-
formed using FSL’s FLAME mixed-effects model. Specific one-tailed
contrasts were performed twice for each of 3 condition pairs in both

the interval quality (e.g., minor >major) and the pitch height (e.g.,
C-natural > C-sharp) analyses. Z-(Gaussianised T/F) statistic images
were thresholded using Gaussian Random Field theory-based
maximum height thresholding with a (corrected) significance
threshold of P = 0.05 (Worsley et al. 2002). [Note that these analyses
were performed once using the entire cortical space, and a second
time on a restricted region of interest (see next section) in order to
provide the fairest possible comparison with MVPA results.]

MVPA Procedures
Prior to the main analyses, motion correction was performed by realign-
ing all BOLD images with the first frame of the first run following the T1-
-weighted scan (generally the fifth or sixth functional run) using SPM8
(http://www.fil.ion.ucl.ac.uk/spm/software/spm8/). An MVPA was per-
formed on single-subject data in native space, prior to nonlinear regis-
tration using the MNI/ICBM152 template (performed with FSL4’s FNIRT
tool: http://www.fmrib.ox.ac.uk/fsl/fnirt/index.html), and a standard
top-level between-subjects analysis, performed with SPM8.

The MVPAs were performed using the Python programming
language’s PyMVPA toolbox (Hanke et al. 2009) and LibSVM’s linear
support vector machine (SVM) implementation (http://www.csie.ntu.
edu.tw/~cjlin/libsvm/). Each participant’s runs were concatenated to
form a single long 4D time series (up to 351 3D volumes). Note that no
spatial smoothing/blurring was performed on the functional data prior
to MVPA. A text file was generated assigning each volume a run (1–9)
and a condition (minor, major, or perfect for the interval quality analy-
sis; C-natural, C-sharp, and D-natural for the pitch analysis). Within
each run, we performed (a) linear detrending to remove signal
changes due to slow drift and (b) z-scoring to place voxel values
within a normal range (Pereira et al. 2009). As SVMs are pairwise classi-
fiers, we ran individual analyses on pairs of 2 conditions (e.g., minor
vs. major; C-sharp vs. D-natural). The final preprocessing step was to
perform temporal averaging (Mourao-Miranda et al. 2006) on the
BOLD data; we used 3 ->1 averaging, combining 3 images (e.g., all
perfect fourths from the first 1/3 of a functional run) into a single
image. SVMs for interval quality comparisons were both trained and
tested using intervals from all 3 pitch height classes; the reverse is true
for pitch-height analyses. Classification was performed using
leave-one-out cross-validation, where a classifier was trained on data
from 8 of the functional runs and tested on data from the 9th, and the
procedure was then repeated 8 times testing on a novel run each time.
SVM classification was performed using a searchlight procedure (Krie-
geskorte et al. 2006), whereby the decoding algorithm considers only
voxels from a small sphere of space (radius = 3 voxels, up to 123 voxels
in a sphere). [While accuracy has been shown to generally increase
along with the size of searchlight spheres (Oosterhof et al. 2011), we
chose a radius of 3 voxels as a compromise between classifier perform-
ance and spatial specificity.] An accuracy score [percentage above
chance (50%) that the classifier was able to successfully identify cat-
egory] was calculated using an average of the 9 cross-validation folds,
and this value was assigned to the center voxel of the sphere. This pro-
cedure was repeated using every brain voxel as a searchlight center
(∼35 000–45 000 spheres), yielding local accuracy maps for the entire
brain. As the primary interest was in observing abstracted category rep-
resentation (and not that of specific sound pairs), at this stage accuracy
maps for each subject were averaged across the 2 pairwise classifi-
cations (i.e., minor third/major third maps were averaged with major
third/perfect fourth maps). Minor third/perfect fourth classification
was not performed, as these 2 stimuli sets differed more so from one
another in physical and category distances (2 semitones) than the
other 2 pairs (1 semitone) and would have added an additional con-
found to the analysis. A parallel averaging step was performed for the
pitch height analysis: accuracy maps for C-natural/C-sharp discrimi-
nation were combined with those for C-sharp/D-natural discrimi-
nation. We note that certain MVPA studies that compare all possible
decoding pairs (e.g., Formisano et al. 2008; Kilian-Hütten et al. 2011)
often examine identity of auditory objects that have no inherent
“ordinal” quality (i.e., whereas perfect fourths are larger than major
thirds, which are larger than minor thirds, voice identities differ from
one another in myriad ways that are difficult to rank), and thus do not
need to consider this particular confound.
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Prior to performing group-level analyses, participants’ brain masks
were generated with FSL4. The averaged accuracy values, which
served as effect sizes for the group-level analysis, were then linearly
transformed into a subject’s native anatomical space before being non-
linearly transformed into standard space using FSL4’s linear and non-
linear registration tools (FLIRT and FNIRT). While there is an inherent
smoothness to the searchlight MVPA procedure, at this stage we expli-
citly smoothed each subject’s accuracy maps (a 7-mm FWHM isotropic
Gaussian kernel) in order to best account for intersubject brain varia-
bility and to perform and interpret group-level statistics. The registered
and smoothed accuracy maps were then input into SPM8, which
output group-level t-statistics for each voxel.

The threshold for statistical significance was set voxelwise at t > 7.98
(corrected for multiple comparisons, family-wise error (FWE) < 0.05,
n = 9). While data were collected and are presented for the entire
cortex, significance testing was performed on a restricted volume in
line with the a priori hypothesis of involvement of the right STS/left
IPS, based on results from an earlier study (Klein and Zatorre 2011).
This mask was created off a standard MNI152 anatomical image by de-
limiting the full extent of the gray matter in these regions. This ap-
proach was used due to a lack of consensus in the MVPA/searchlight
literature about a methodology for setting accurate group significance
thresholds that are not extremely conservative [a full-brain, purely
between-subjects (n = 9) analysis using random field theory threshold-
ing yields a t-statistic cutoff above t = 16]. Stated another way, there is
no set method outlined for determining a “smoothed variance ratio”
(Worsley et al. 2002) for these data, as is often implemented in stan-
dard GLM analyses. Because of this ambiguity and for completeness
we have also reported all peaks comprised of voxels significant at P <
0.001 (uncorrected), with at least 10 contiguous voxels meeting this
criterion. All of these peaks would generally be considered statistically
significant in a standard GLM analysis (t-statistics > ∼5) and, while
some do not meet the very conservative threshold used here, we
believe that the nearly symmetric positioning and large spatial extents
of the parietal and temporal peaks (see Results section) lend weight to
the argument that a substantial portion of these t < 7.98 results are not
merely false positives.

Separately, as a check on searchlight statistical procedures, the
voxels within the previously described ROI mask (left IPS and
right STS, anatomically defined based on the results found in Klein
and Zatorre 2011) were also used within an “Monte Carlo” permutation
test. For each subject, the identity labels for training examples
were randomly scrambled and tested 1000× in order to generate
subject-by-subject null distributions. These analyses yielded a single
ROI decoding value for each subject (determined without label scram-
bling), which could be (a) compared with the subjects’ null distri-
butions to generate subject-wise P-values and (b) input into a
group-level t-test. Three-category MVPAs (m3/M3/P4, 33.3% chance
accuracy) were performed in order to generate and report a single
P-value per subject. While the experiment was not specifically de-
signed to test for single-subject significance (and complex feature elim-
ination procedures were not employed), these permutation tests were
performed to provide converging evidence for categorical decoding
using markedly different procedures than with the primary searchlight
analyses.

Results

Identification
Figure 2 shows identification functions for 3 representative
subjects for both interval quality (Fig. 2b) and pitch height
(Fig. 2c). Graphs are shown for individuals, in addition to the
n = 10 group data (Fig. 2a), as averaging necessarily obscures
the sharp boundaries of the functions due to individual varia-
bility in the location of boundaries and category centers. Three
obvious labeling plateaus are evident in the plot for interval
quality, but not for pitch height. To quantify the degree towhich
participants’ identification task responses were “categorical,”

we first generated a “triple-plateau” function, which served as
a model “perfectly” categorical response. Identification
responses were recoded as 1, 2, and 3 for minor third, major
third, and perfect fourth, respectively (likewise for the pitch
height task). The model function was created by labeling inter-
vals from 287.5 to 337.5 cents as “1,” 350 cents as “1.5,” 362.5
to 437.5 cents as “2,” 450 cents as “2.5,” and 462.5 to 512.5
cents as “3.” The 1.5 and 2.5 values were chosen as these
sound stimuli were physically exactly half way between the ex-
emplar sound tokens. For each participant, we calculated
difference scores between that participant’s response function
and the ideal function (one each for interval quality and pitch
identification). Participants performed the interval quality
identification in a significantly more categorical manner than
the pitch task, as judged by proximity to the model function
(df = 36, paired-sample 1-tailed t-test, P = 0.00018). While we
ultimately selected our 10 MRI participants based on their dis-
crimination task responses, this group also performed the in-
terval quality task in a significantly more categorical manner
than the screened-out cohort of 27 participants (df = 35,
unpaired-sample 1-tailed t-test, P = 0.0035).

Discrimination
For the interval quality discrimination task, we screened for
subjects showing an M-shaped function with peaks at or near
theoretical categorical boundaries (e.g., 337.5 vs. 362.5 cent
discrimination) and troughs at or near the categorical centers
(e.g., 387.5 vs. 412.5 cent discrimination) (see Fig. 2d, dotted
gray line). This task proved very difficult for participants due
to the variability in pitch space (i.e., while the 2 intervals in a
given trial were always 25 cents apart, the base notes of those
intervals could be separated by as much as 2 semitones, with
an average spacing of about 1 semitone). However, a subset of
our sample did show this M-shaped function [and to a signifi-
cantly greater degree than for pitch height discrimination
(df = 9, paired-sample 1-tailed t-test, P = 0.0058)] (see Fig. 2e,f
for discrimination functions of 3 individuals, presented for
identical reasons as stated above). These same subjects discri-
minated all interval pairs near category boundaries (“between-
categories”) with significantly greater success than those near
category centers (“within-categories”) (80% correct vs. 67%
correct, paired-sample 1-tailed t-test, df = 9, P = 0.0016). The
same effect was not present for pitch height discrimination
(78% correct vs. 72% correct, paired-sample 1-tailed t-test,
df = 9, P = 0.25), with lower accuracies occurring only near the
ends of the function (i.e., an “inverted U,” not an M-shaped
function), indicative of short-term memory/attentional-based
anchoring effects. These 10 subjects were then enrolled in the
functional imaging experiment.

We did not expect the majority of musicians to show a clear
categorical discrimination function, due to prior research
(Zatorre and Halpern 1979), indicating a very high degree of
task difficulty when using intervals with roving pitches. Our
sample of 37 was screened not with an intention to generalize
results to a larger population, but instead to select for those
individuals demonstrating clearest evidence for CP of musical
categories. While it is highly likely that the use of a nonroving
lower pitch would have greatly enhanced the observable CP
qualities of task performance in more subjects, it would not
have allowed for simple abstraction beyond specific frequen-
cies and note pairs.
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GLM Analysis
A contrast of all sound > silence (excluding volumes following
presentation of the rare/oddball 5-tone stimuli) revealed 3
large significant clusters: (1) the right STG/STS (3242 voxels);
(2) the left STG (2290 voxels); and (3) the left/right
supplementary motor area (974 voxels, cluster spans the
interhemispheric fissure, but contains more voxels in the left
hemisphere). No statistically significant group activation
peaks were observed anywhere in the brain for any pairwise
contrast in either the interval quality or pitch height analyses,
which was predicted due to the high degree of physical
similarity between all 9 sound samples used in the imaging
experiment.

Searchlight fMRI
Group-level searchlight results showed significant accuracy
peaks in the right STS (t = 9.34; x, y, z = 48, −14, −14) and left
IPS (t = 9.93; x, y, z =−30, −50, 46; see Fig. 3). No other brain
regions contained voxels that surpassed t = 7.98. The number
of contiguous voxels that passed a P < 0.001 uncorrected
threshold were similar in these 2 regions: 66 voxels (left IPS)
and 53 voxels (right STS). We also note, both because of
spatial extent and approximately symmetrical locations to the 2
significant peaks, a region in the right IPS (tmax = 5.24; x, y,
z = 36, −54, 46; 57 contiguous voxels at P < 0.001 uncorrected)
and the left STS (tmax = 5.09; x, y, z =−50, −14, −16; 15 contig-
uous voxels at P < 0.001 uncorrected). No other cortical

Figure 2. (behavioral results) Behavioral results for identification (a–c, left column) and discrimination (d–f, right column). The top row depicts n= 10 group data for the subjects
enrolled in the imaging experiment; the middle row depicts interval quality identification and discrimination for 3 representative subjects (s1, s2, and s3); and the bottom row
depicts pitch height identification and discrimination for those same 3 subjects. For the “identification” charts, the x-axis represent the stimulus number, corresponding to musical
interval size (frequency ratio) and the y-axis, the participants’ averaged responses (where 1, 2, and 3 = identification as low, mid, and high tokens, respectively). Theoretical
category centers for the stimuli were at x-axis positions 2, 10, and 18, which represent canonical intervals or pitch heights. As in (b), which depicts results solely from the interval
quality analysis, the x-axis positions 2, 10, and 18 correspond to the interval qualities of minor third (300 cents), major third (400 cents), and perfect fourth (500 cents), respectively.
In (c), which depicts results from the pitch height analysis, those same 3 x-axis positions correspond to base note pitch heights of C-natural, C-sharp, and D-natural, respectively. (a)
contains results from both analyses. Approximate theoretical category centers, defined for simplicity as the standard/token intervals or pitches ±1 mistuning from the standard, are
indicated in gray boxes (e.g., stimulus 17, 18, and 19, corresponding to intervals of 487.5, 500, and 512.5 cents, respectively). For the group data, theoretically perfect categorical
functions (gray dotted lines) are shown alongside perceptual functions for interval quality (blue solid lines) and pitch height (red dashed lines), with error bars showing SEMs. For the
“discrimination” charts, the x-axes also represent stimuli number, although these stimuli are now “pairs” rather than single intervals (e.g., stimulus 9 for the interval quality analysis
depicts trials for discrimination of 387.5 vs. 412.5 cents). The y-axes are averaged accuracies of subjects’ responses, where 1 indicates 100% correct and 0.5 indicates chance-level
performance. For both the identification and discrimination tasks, group pitch height data deviated from the ideal categorical functions to a significantly greater degree than the
interval quality data (see Results section). For the individuals, clear identification labeling plateaus were observed for interval quality (b) but not for pitch height ( c) and, likewise,
clear M-shaped discrimination functions were observed for interval quality (e) but not for pitch height ( f ).
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regions contained 10 or more contiguous voxels surpassing
the P < 0.001 uncorrected threshold.

No significant group-level accuracies were observed any-
where in the brain for the pitch height discrimination pairings.

We next examined raw classification accuracies (i.e., effect
sizes) in the peak voxels of these 4 regions. Looking at
9-subject averages (chance-level accuracy = 50%), we observed
accuracies of 55.8% in the right STS (individuals ranged
between 53.1% and 59.1%), 56.1% in the left STS (range 49.0–
59.7%), 57.1% in the right IPS (range 49.9–63.0%), and 55.2%
in the left IPS (range 53.2–58.0%; see Fig. 4). These individual
values are presented for description only: Statistical signifi-
cance testing was assessed solely via group analyses (per-
formed naively over the entire cortical space).

We note that the larger t-values in the right STS/left IPS
appear to be driven by smaller variability (rather than larger
effect sizes) compared with the analogous peaks in the oppo-
site hemispheres. The overall average decoding accuracy of all
cortical searchlight spheres in all 9 subjects for the minor/
major and major/perfect discriminations was near chance at
50.5%, which suggests a combination of a chance distribution
(centered at 50% correct, underlying the vast majority of
spheres) and the smaller number of information-containing
spheres (accuracy > 50% correct). This indicates no consistent
brain-wide over-fitting in the decoding analyses, which would
have led to artificially high “null” decoding averages.

Intersubject variability gave rise to small spatial dissoci-
ations between maximum average accuracy peaks (i.e., group

beta values) and statistical peaks (i.e., group t-values). In the
same local neighborhoods as the statistical peaks, we observed

Figure 3. (searchlight imaging results) Group-level (n=9) statistical peaks for the searchlight decoding analysis for interval quality, overlaid on an MNI152 0.5-mm T1 anatomical
image. Colored voxels indicate t-statistics ranging from t=4.6 (violet, P= 0.001 uncorrected) to t=8.0 (red, P= 0.05 corrected for multiple comparisons). The top panel shows
results from the right (and left) STS. The bottom panel shows results from the left and right IPS. All voxels depicted in deep red (situated in the left IPS and right STS) are
statistically significant (t> 7.98).

Figure 4. (individual searchlight results) Single-sphere decoding accuracies (% above
chance) for each of the 9 fMRI study participants at locations determined by group
statistical peaks. (Individuals’ maximally decodable spheres have higher accuracies, but
variable locations.) The locations of the sphere centers in the MNI space are x, y,
z= 36, −54, 46 (right IPS); x, y, z=−30, −50, 46 (left IPS); x, y, z= 48, −14, −14
(right STS); and x, y, z=−50, −14, −16 (left STS).
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local peaks in average classification of 57.6% in the right STS
(x, y, z = 52, −2, −14); 56.9% in the left STS (x, y, z =−50, −10,
−16), 58.5% in the right IPS (x, y, z = 32, −54, 42); and 57.7%
in the left IPS (−34, −48, 50). For the left STS, right IPS, and
left IPS, the spatial distances between beta and t-statistic peaks
are very small (4, <6, and <7 mm, respectively). While this dis-
tance is somewhat larger for the right STS (12–13 mm), the
maximum group average peak is still clearly positioned in the
sulcus (in a more anterior position).

Permutation Test
We observed decoding accuracies above chance for the 9 indi-
viduals at +2.9% (P = 0.139), +3.8% (P = 0.099), +4.2% (P =
0.075), +3.4% (P = 0.135), +6.6% (P = 0.020), +3.8% (P = 0.097),
+2.4% (P = 0.166), −4.2% (P = 0.682), and +4.1% (P = 0.085).
Even though the experimental protocol was not designed to
test significance at the single-subject level (and additional
feature elimination was not performed within the ROI), 8 of 9
subjects showed positive trends (P < 0.17). Furthermore, just as
with the searchlight analyses, permutation testing suggested
small yet consistent effects in individuals, which reached stat-
istical significance when considered as a group. Inputting the
9 decoding accuracies into a 1-tailed single-sample t-test, we
observed a significant group-level effect at P = 0.008 (degrees
of freedom = 8).

Discussion

CP has repeatedly been demonstrated to be a robust behavioral
phenomenon using both speech and certain nonspeech audi-
tory stimuli. However, a combination of the limitations of avail-
able experimental protocols and analytic methods, as well as a
general focus on speech-specific process, has left ambiguous
the identification of its full neural correlates. The sample of
trained musicians presented here demonstrates behavioral CP
functions for musical intervals, while MVPA of their functional
brain data implicates local information-containing regions in
the superior temporal and intraparietal sulci in the represen-
tation of abstract musical interval categories. The right STS and
left IPS were also highlighted in an earlier study (Klein and
Zatorre 2011), despite the use of dramatically different exper-
imental designs (active discrimination vs. a more passive
orthogonal task) and analysis strategies (magnitude-based
contrast analysis vs. multivariate classification algorithms).
These regions thus demonstrate locally distributed response
patterns linked to specific musical categories and theoretically
comprise important regions in a cortical network for sound
categorization. These results argue that such a network is re-
cruited automatically for some types of nonspeech auditory
processing.

The STS may serve a critical early role in a ventral stream of
information processing, with particular links having been
made between left STS and phoneme perception (Liebenthal
et al. 2005; Joanisse et al. 2006). The present results suggest
bilateral STS processing for musical intervals, with a right
hemispheric bias, thus generalizing the role of the STS beyond
the speech modality. The right STS may subserve an early
“post-auditory” stage of processing (Pisoni 1975; Zatorre
1983), where continuous acoustic signals are converted to in-
variant “all-or-nothing” codes. These invariant, over-learned
categorical memories may be mediated by Hebbian neural

population codes (Hebb 1949) distributed over many of voxels
in a region. Triggering of these population codes may result in
robust invariant BOLD responses, visible above noise to classi-
fication algorithms. While these analyses do not allow a full
review of the spatial extent of these putative population codes,
a sufficient portion (as defined by decoding success) of the cir-
cuits appears to exist at scales similar to the size of the search-
light spheres (∼123 3.5 mm3 isotropic voxels, about 5 ml). The
left STS, less implicated here, could be performing a parallel
stream of categorical processing, tuned for different features of
the signal. Alternatively, left STS response patterns could be re-
presentative of (a) interhemispheric communication or (b)
access to the verbal lexicon, as these musical categories cannot
be completely dissociated from their names (e.g., “minor”). We
do not believe that the STS is the exclusive mediator of musical
CP, but instead plays a dominant role in the ventral stream
component of categorical processing.

The use of multiple intervals with variable pitch height
ensured that these putative category maps represented abstract
features beyond specific sound samples, instead reflecting
learned relative pitch relationships between musical notes.
Classifiers were trained and tested blind to the specific pitch
classes (pitch height) of the musical intervals and thus were
only able to utilize information related to category member-
ship, rather than absolute pitch information. In fact, as specific
tones were not repeated within interval categories, but were
reused across categories, the SVMs had to learn to largely “dis-
regard” absolute frequency-driven features. While categorical
distinctions are not requisite for successful MVPA, null
imaging results from the pitch height analysis suggest that,
here, categorical quality is the distinguishing feature detectable
by the classifier. The absence of MVPA results in the pitch
height analysis could be due to the use of sound stimuli that
(a) were highly physically similar to one another and (b) exhib-
ited considerable overlap in the frequencies of their note pairs,
and suggests that top-down, memory-based processing may be
the critical component in eliciting a robust stable BOLD
response pattern in the interval quality analysis. While subjects
did show some ability to “identify” sounds based on pitch
height, they did not demonstrate the clear labeling plateaus
consistently found for interval identification (see Fig. 2). This
finding, as well as the lack of an M-shaped function for pitch
height discrimination, is highly indicative of short-term an-
choring effects, as opposed to access to an over-learned long-
term memory store. Likewise, the lack of significant orthogonal
MVPA results suggests that fMRI classification success may rely
heavily on the degree of perceptual differentiability, which
may, in turn, originate from either bottom-up or top-down pro-
cesses. [Although, at least in the visual domain, BOLD data
have been used to decode certain physical stimuli even in the
absence of conscious perceptual differences (Haynes and Rees
2005; Kamitani and Tong 2005).] A recent MVPA study (Lee
et al. 2011) of “nonmusician” subjects using melodic musical
stimuli did not yield significant decoding for minor vs. major
sounds, suggesting that these categorical processes are highly
experience-driven, in accordance with previous behavioral
studies demonstrating little or no categorical musical percep-
tion in nonmusicians (Burns and Ward 1978; Zatorre and
Halpern 1979).

A recent speech study (Kilian-Hütten et al. 2011), mean-
while, used a categorical “midpoint” approach to demonstrate
CP via auditory recalibration in the absence of acoustic
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differences between stimuli. We considered a related approach
for this study: demonstration of MVPA differences following
the presentation of stimuli that varied by a single continuous
physical parameter, yet were perceived as members of 2 dis-
crete categories. This alternative approach is powerful in that it
minimizes acoustically driven confounds, but does not easily
generalize beyond the examined category pair. Thus, in order
to drive generalizability, we chose to demonstrate categorical
versus noncategorical processing via an orthogonal, absolute
pitch roving dimension. Unlike other auditory “objects,”where
absolute frequency may be largely unrelated to the dimension
of interest [e.g., sound identity (Staeren et al. 2009)], simple
pitch values, critically, define the category identity of musical
intervals and thus can be manipulated to form the basis for
both the experimental and orthogonal stimuli dimensions.
Thus, to make the MVPA results as generalizable as possible,
we chose to test the categorical component of the analysis
across 3 categories, and to dissociate the acoustically driven,
noncategorical component by way of a second tone frequency-
based dimension.

The decoding results, which provide evidence that such cat-
egorical information is present in the STS (but do not show any
such evidence for the STG), stand in contrast with recent
studies, suggesting that early auditory areas mediate complex,
object-based processing (Staeren et al. 2009; Kilian-Hütten
et al. 2011; Ley et al. 2012). These recent studies are all excel-
lent demonstrations of MVPA’s ability to reveal that auditory
cortex is involved in classification of sounds, but say less about
true categorical—“perception”—as classically defined, as none
reported results from behavioral discrimination tasks. The STS
results presented here support a hierarchical auditory ventral
stream processing model (Hickok and Poeppel 2007), which is
not necessarily contradictory to architectures that may also
contain myriad feedback/forward connections and parallel
processing stages. The null results in and around Heschl’s
Gyrus (HG) may be due in part to the use of standard BOLD
voxel size (3.5 mm isotrophic, as opposed to <2 mm voxels
used in certain studies) or a high degree of variance in the
shape/location of tonotopic maps in individuals. (Voxel size
here was chosen as a compromise between relatively small size
and full-brain coverage.) We therefore do not dismiss the idea
that early auditory areas play a nontrivial role in categorical
sound processing, as we report only null evidence in this study.

However, some of the differences between our relatively
focal STS results and those of other auditory MVPA studies
mentioned (relatively distributed over large portions of HG/
STG/STS) could be due to the strict categorical nature of the
utilized sound stimuli. While stimuli such as cats/guitars
(Staeren et al. 2009) or syllables spoken by different voices
(Formisano et al. 2008) are clearly differentiable and “identifi-
able” with near-perfect accuracy, they have not been shown to
display all the hallmarks of CP as originally defined (Liberman
et al. 1957), where discrimination is limited by identification
[or, at least “partially” limited, according to revisions of the
theory (Pisoni 1971; Zatorre 1983)]. It is therefore plausible
that these multidimensional “cognitive categories” rely heavily
on supraperceptual processes, which, in turn, use more
widely distributed neural networks (“categorical cognition” as
opposed to “categorical perception”). The behavioral data pre-
sented here (clear 3-category identification functions with
aligned M-shaped discrimination functions) reflect the fixed,
specific nature of over-learned musical categories and not a

more general configuration of features. These 2 processing
models—distributed versus hierarchical—may not be mutually
exclusive, with the former putatively more applicable in situ-
ations where categories are less well-established or more like
natural semantic categories (as demonstrated by Staeren et al.
2009), and the latter for more purely “perceptual” categorization.

The IPS results suggest the involvement of a dorsal stream
of information processing. Unlike those in the STS, the IPS
peaks fall well outside brain regions highlighted in the all
sounds > silence contrast, suggesting that decoding in these
parietal regions is performed on “supraauditory” information
(and, separately, argues against ubiquitous use of activation
masks as a first step in feature elimination methodologies, in
accordance with findings from Jimura and Poldrack (2011)).
The dorsal stream, originally postulated as the spatial proces-
sing system (Mishkin and Ungerleider 1982), is now more
often considered to underlie the transformation and combi-
nation of information between sensory modalities (e.g.,
Culham and Kanwisher 2001) and into motor and execution
codes (Hickok and Poeppel 2007; Rauschecker and Scott
2009). The IPS specifically has also been implicated in high-
level sound transformations that require relative pitch pro-
cessing (Foster and Zatorre 2010). The IPS peaks may thus be
reflecting information that is still sensory, but no longer strictly
auditory and on route to interfacing with the motor system.
The motor theory of perception (Galantucci et al. 2006) is
particularly relevant here, as our subjects all had extensive
instrumental musical training. It follows that these individuals
have formed strong associations between categories of musical
sounds and the sets of movements required to make such
sounds (Zatorre et al. 2007). A recent fMRI repetition sup-
pression paradigm of expert pianists (Brown et al. 2013) de-
monstrated the involvement of the IPS in auditory-motor
transformations for correct positioning of fingers, which, in
combination with the presented results, implicates the IPS as a
crucial “audio”motor interface (in addition to its more well-
established role in visuomotor processing).

The location of the parietal peaks, particularly the left IPS,
invites comparison with the more ventral area “spt.” Spt is be-
lieved to form part of the auditory dorsal stream (Hickok and
Poeppel 2007), is considered a “sensorimotor interface,” and
has been implicated in both speech production and perception
(Hickok et al. 2008). Dorsally streaming music- versus
speech-related information is likely destined for shared yet dis-
tinct frontal regions, with these results suggesting that spatially
distinct processes emerge early. Furthermore, with the excep-
tion of few instruments (notably voice), music production
relies heavily on the hands: this is notable as the parietal peaks
observed here lie in the IPS, which is believed to underpin
transformations between vision and limb and hand/grip move-
ments (Cavina-Pratesi et al. 2010). However, in opposition to
speech perception/production (with its strong one-to-one cor-
respondence between sound/movement), a musical interval
can be played using a variety of gestures requiring myriad sets
of fingers/notes/instruments. It follows that frontal lobe per-
ceptual decoding, such as the phonemic decoding reported by
Lee et al. (2012), may require motor specificity beyond that
provided for by abstract musical categories.

In summary, the STS and IPS results presented here, along
with earlier fMRI data for musical interval categorization (Klein
and Zatorre 2011) and multiple speech studies, indicate the
likely presence of 2 streams of auditory information processing
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for CP. The right STS, a critical component of the putative
ventral stream, may underlie successful identification and recog-
nition of simple musical categories, with the presented bilateral
(but right lateralized) pattern of results complementing the
speech phoneme CP literature (Wolmetz et al. 2011). In contrast,
the dorsal IPS nodes may reflect a transformation stage between
unimodal auditory and motoric information. These current ana-
lyses do not indicate the degree to which these streams remain
separate entities or interact (and, if so, how). Finally, these
results demonstrate the power of MVPA to enable mapping of
highly automatic cognitive/perceptual processes, even in the
absence of demanding behavioral tasks, which generally
require larger working memory loads and complex control con-
ditions, both of which may confound imaging results.
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