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Abstract

The brain is an ever-changing organ that encodes memories and directs behavior. 

Neuroanatomical studies have revealed structural plasticity of neural architecture, and advances in 

gene expression technology and epigenetics have demonstrated new mechanisms underlying the 

brain’s dynamic nature. Stressful experiences challenge the plasticity of the brain, and prolonged 

exposure to environmental stress redefines the normative transcriptional profile of both neurons 

and glia, and can lead to the onset of mental illness. A more thorough understanding of normal and 

abnormal gene expression is needed to define the diseased brain and improve current treatments 

for psychiatric disorders. The efforts to describe gene expression networks have been bolstered by 

microarray and RNA-sequencing technologies. The heterogeneity of neural cell populations and 

their unique microenvironments, coupled with broad ranging interconnectivity, makes resolving 

this complexity exceedingly challenging and requires the combined efforts of single cell and 

systems level expression profiling to identify targets for therapeutic intervention.
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Introduction

Each cell in the body exhibits a typical pattern of gene expression that characterizes its 

phenotype. Gene expression networks (GEN) define these expression patterns within a cell 

and reflect the molecular dynamics underlying its adaptation to the environment. The brain 

is a plastic structure that responds rapidly to various inputs from the environment, as was 

first recognized by “enriched environment” studies [1]. The concept of neuroplasticity has 

come to include synaptic turnover, shrinkage and elongation of dendrites, and potentially 

neurogenesis in the adult brain, despite the recognition that neurogenesis may be limited [2]. 

This ability to respond and adapt is crucial for survival, and serves as the molecular basis of 

higher order processing such as learning and memory. In some cases, excess exposure to 

environmental cues can become detrimental, manifesting in psychiatric disorders such as 

bipolar disorder (BPD), major depressive disorder (MDD) and post-traumatic stress disorder 
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(PTSD) [3, 4]. Understanding the components of GENs and how they interact with each 

other to facilitate adaptation will aid in discovering better treatments for the diseased brain 

and in deciphering the causes of their onset.

Traditionally, examination of GENs was a slow and laborious process because researchers 

were limited to looking at the reaction of individual genes in response to a manipulation. 

Techniques such as in situ-hybridization and northern blotting give semi-quantitative 

measurements of RNA levels, but suffer from a lack of scalability, making whole 

transcriptome analysis prohibitive in terms of time and cost. The search for methods to 

speed up transcript expression analysis has evolved from differential display [5], to 

sequential analysis of gene expression (SAGE)[6], to gene microarrays [7], and to RNA 

sequencing [8], all of which have contributed to the identification and categorization of 

GENs. Microarray and RNA-sequencing technologies have recently allowed examination of 

the whole transcriptome in a single experiment [9, 10]. This increase in target throughput 

has allowed more complex networks to be elucidated in a shorter amount of time. These 

technologies are not without their limitations, but nonetheless offer the ability to rapidly 

examine increasingly complex regulatory interactions within GENs. High throughput 

sequencing also provides the capacity to correlate changes in the transcriptome with the 

unique underlying genotype of the individual.

Through the use of these technologies, much has been learned about how RNAs, proteins, 

and DNA each contribute to the regulation of GENs. Modulation of just one component can 

drastically affect the expression of numerous others. For example, a modest increase in a 

transcription factor such as c-myc, which has been estimated to regulate as much as 15% of 

all human genes, can have dramatic effects on multiple pathways and lead to the 

development of cancers [11]. GEN’s are often auto-regulated, with transcriptional outputs 

coding for enhancers or repressors of further transcription [12]. Depending on the stimulus, 

this can create an amplification where tens to hundreds of genes are transcribed or silenced.

Changes in gene expression can also occur through epigenetic modifications. Epigenetics 

embodies the quest for understanding how modifications to the proteins and functional 

groups that bind and sequester our DNA regulate gene expression without fundamentally 

changing the DNA sequence [13, 14]. Modifications to the tails of histones associated with 

DNA can have a great impact on the regulation of the underlying gene through diverse 

mechanisms such as sequestering a transcription start site or opening up an enhancer 

sequence to allow protein binding [14]. Direct methylation of cytosine bases in DNA is 

another epigenetic mechanism that has a variety of implications for gene expression in a 

context dependent manner [15]. The addition of a methyl group near a transcription start site 

can serve to prevent initiation of transcription [16], whereas methylation within the gene 

body is associated with transcribed genes, particularly in the brain [17]. Finally, a stimulus 

that produces a change in activity of epigenetic modifying enzymes, such as histone 

deacetylases (HDACs) and histone acetyltransferases (HATs), can have drastic effects on 

the expression of numerous genes by increasing or decreasing the rate at which the histone 

marks can be modified. Importantly, the use of drugs that can manipulate the levels of these 

modifying enzymes are already being explored for the treatment of mental illnesses [18].
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Further complicating the picture, multiple stimuli can induce diverse changes in GENs and 

different individuals can exhibit unique levels of reactivity to the same stimuli. The type of 

stress, intensity, duration, and the developmental stage of an animal have important 

implications for the transcriptional output, such as the differences in transcription observed 

after either acute or chronic stress[19]. Differences in reactivity may be the result of 

alterations to the GEN landscape by environmental factors that occur during development, 

such as stress and exposure to pollutants, or as a result of aging. For example, the same 

stressor produces a different pattern of hippocampal gene expression in a young unstressed 

mouse than in an older mouse with a history chronic stress [19]. Understanding how external 

factors cause semi-permanent and permanent changes in GENs will be key to formulating 

better methods for disease prevention, as well as possible treatments for disease. Here we 

examine the present state of mapping GENs in the brain in response to stress, and speculate 

about where new advances might lie.

Glucocorticoids drive changes to GENs after stress

Glucocorticoids (GCs) are the main signaling molecules through which stress initiates gene 

expression changes in the brain [20]. GCs bind glucocorticoid receptors (GR), which 

become activated transcription factors once bound [21]. Newly stimulated GRs are 

translocated to the nucleus and bind to a specific DNA sequence, referred to as 

glucocorticoid response elements (GRE), to activate new transcriptional events (Fig 1A). 

Depending on strength and frequency of activation, GR can act to enhance or inhibit new 

transcription [22]. While GCs are administered clinically to suppress inflammation, they can 

also stimulate the immune system and modulate cellular and humoral immune balance[23]. 

GC actions in the brain remain an area of intense study (see Box 1). Besides genomic effects 

(Fig 1A), GRs translocate to the mitochondria where they biphasically regulate calcium 

balance and free radical levels [24]. They can also act at the synapse to stimulate the release 

of endocannabinoids and inhibit presynaptic glutamate and GABA release (Fig. 1B)[25]. 

Finally, they can stimulate glutamate release via a membrane associated form of the 

mineralocorticoid receptor (MR) [26] (Box 1).

Box 1

Glucocorticoid Signaling

Since the identification of adrenal steroid receptors in the hippocampus [105], its role in 

the actions of stress on the brain has been a major focus of many laboratories [106]. 

Decades of research have yielded a more thorough understanding of its subcellular 

localization, its binding affinity, its associated proteins, and its cellular effects when 

activated. Here we briefly examine what is known about GR and fellow steroid receptor 

the mineralocorticoid receptor (MR).

GR and MR are activated when they bind GCs released from the adrenal glands. GR is 

expressed in most cell types throughout the body, whereas MR is expressed more 

specifically in brain regions such as the hippocampus and at lower levels or not at all in 

other brain regions [107, 108]. Interestingly, the nuclear form of MR has a higher affinity 

for GCs than does GR: MR is almost fully occupied under basal conditions [106] and 
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thus nuclear GR responds to fluctuations of GC levels [33]. However, there is a non-

genomic, membrane-associated form of MR that responds to stress levels of CORT and 

stimulates glutamate release [26] (Fig. 1).

Under resting conditions, GR and MR that are destined for the cell nucleus are located in 

the cytosol and are bound by various chaperone proteins to stabilize their 3-D 

conformation. Hsp-70 and Hsp-90 are two chaperones that have a great impact on GR 

assembly and activity. Importantly, Hsp-70 and Hsp-90 are ATP-dependent and thus rely 

on co-chaperone proteins such as Hsp-40 and BAG-1 for proper function. The 

chaperones and co-chaperones complexed with GR help to determine its affinity for 

CORT. Changes in expression of GR, chaperones, or co-chaperones can all affect cellular 

outputs of stress, and many are under investigation for their roles in stress-related disease 

[109]. When GCs are released, they bind to the ligand-binding domain of GR and cause 

Hsp-70 to dissociate from the complex. New chaperone proteins such as FKBP51 and 

p23 produce a conformation that has high affinity for GCs. Upon binding, FKBP51 is 

displaced by FKBP52 and allows for translocation to the nucleus to affect gene 

transcription [110].

Once GR is inside the nucleus it can act as either a transcriptional activator or repressor 

[111]. When the DNA binding domain recognizes the palindromic glucocorticoid 

response element (GRE) in the DNA, GR acts as an enhancer of transcription and in 

concert with other transcription factors recruits the basal transcriptional machinery. GR 

has also been shown to bind negative glucocorticoid response elements (nGRE) to block 

new transcriptional events, although consensus sequences for nGREs have not been 

thoroughly described. In addition to directly acting as a transcription factor, GR has been 

shown to affect transcription through non-genomic protein-protein interactions [112]. 

This protein cross-talk enables GR to produce transcriptional changes without binding 

DNA.

While cortisol in humans and corticosterone (both referred to hereafter as CORT) in rodents 

are the main GCs released during stressful events, pharmacological administration of these 

substances give differing molecular responses from those produced in standard models of 

stress such as Forced Swim Test (FST) and Chronic Restraint Stress (CRS) [19, 27]. In 

addition to acting as a transcription factor, GR can also alter the activity of other proteins 

that may or may not act as transcription factors themselves, such as AP-1 [28](Fig. 1B). 

Complicating the matter further is the finding that activation of alternate pathways alters the 

transcriptional output of activated GR [29]. Rao et al., (2011) examined the gene expression 

response of GC-induced transcriptional activation with and without activation of the NF-κB 

pathway using TNFα. Concurrent activation of both pathways in vitro produced a unique 

transcriptional pattern that was distinct from the expression patterns observed with 

activation of either of the pathways alone. This is not entirely surprising, given the strong 

regulatory interconnectedness of the two pathways [30], but nonetheless raises new 

questions about individual responses to stress. How does the presence or absence of other 

factors influence an organism’s capacity to deal with stress? What are these other factors, 

and how many are there?
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Different stressors have unique effects on GENs

There are four factors known to determine the differential response of GENs to stress. First, 

the type of stressor plays a key role in the transcriptional output of stress, as different 

modalities may activate competing pathways. In many cases, a single ligand is capable of 

binding multiple receptors, though usually with differing affinity. For instance, CORT binds 

both GR and MR, though it binds nuclear MR with greater affinity [31, 32], and the nuclear 

GR is more responsive to fluctuating ultradian levels of CORT [33]. Depending on the type 

of stressor, the amount of CORT released can differ, leading to differences in GR activation 

and transcriptional output. For example, acute swim stress and acute restraint both 

significantly elevate CORT in rodents, but not to the same level [34].

The intensity and duration of stressors must also be considered because they can determine 

whether the response is adaptive and protective, or maladaptive and detrimental [35]. 

Efficiently turning on and off a response to an acute stressor leads to adaptation by a process 

referred to as “allostasis” (the active process of maintaining homeostasis)[36, 37], which 

includes such positive effects as enhanced memory of danger and increased adaptive 

immunity [38, 39]. Conceptually, the shift from the adaptive to the negative effects of stress 

has been described as an inverted U-shape, where increasing the intensity as well as duration 

of the stressor and the stress response leads to impairment of memory and immune function 

as well as promoting cardiovascular disease and metabolic syndrome [35] that is termed 

“allostatic load/overload” [37, 40]. In the hippocampus, chronic restraint stress (CRS) that 

promotes allostatic load leads to altered reactivity in other pathways than those activated by 

acute stress and leads to a unique gene expression profile compared with acute stress or 

CORT administration alone [19](Fig. 2A).

Gray et al. (2013) showed CRS can change gene expression in the hippocampus in a number 

of pathways including NF-κB, cytoskeletal remodeling pathways, and insulin signaling 

pathways. In addition, CRS produced an altered landscape of reactivity in the hippocampus. 

When an animal was exposed to a novel, acute stressor following CRS the transcriptional 

output was dramatically different from that of a naïve animal that received the same acute 

stress (Fig. 2B). The mechanisms that lead to this altered reactivity are currently under 

investigation. Further, mice were allowed to recover after CRS to investigate how some 

changes in reactivity persist while others revert back to baseline. While the majority of 

genes return to basal levels after a 3 week recovery period after CRS, many genes establish a 

new baseline that reflects the stress history of the animal (Fig. 2C). Finally, despite recovery 

from CRS the transcriptome’s reactivity to a novel acute stressor was distinct from the naïve 

acute stress response (Fig. 2B; green circle), suggesting that recovery from CRS is not a 

return to the stress-naïve baseline but reflects a new setpoint and reactivity profile for the 

GEN of the hippocampus.

Lastly, the developmental stage at which an animal is exposed to a stressor plays a 

fundamental role in the response and future outcome. In general, resilient individuals can 

adapt and recover when given a period of rest following a stressful event. However, 

stressors that occur prenatally [41, 42] and during a critical post-natal period [43–45] can 

have lasting effects that impede development, shape adult behavior, and even lead to disease 
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[46]. Adolescent and pubertal animals have a unique stress response as well, which leads to 

an increased incidence in physical and mental dysfunction [47]. Finally, studies of aged 

rodents have revealed a diminished capacity to recover from stress compared with younger 

peers [48]. Old rats subjected to chronic restraint exhibited the characteristic dendritic 

retraction in the prefrontal cortex compared to unstressed controls, yet unlike the young and 

middle age rats that restored their dendritic length after the stress was ended, aged rats did 

not show any recovery of dendritic length [49]. Yet, when recovery of dendritic shrinkage 

occurs in prefrontal cortex, the dendrites that grow out are more proximal to the cell body 

than those that were shortened by CRS, indicating that even though total dendritic length 

had recovered the neurons do not return to pre-stress morphology [50]. Together, these 

studies illustrate how both neuronal morphology and the transcriptome can recover after 

stress, but are not restored to a stress-naïve state.

The interaction between genes and environment shape the GEN landscape

How the brain responds to influences from the environment is a fundamental question that 

underlies all of neuroscience. The genome itself plays a central role in shaping and 

determining patterns of gene expression, as well as how experience-dependent changes 

create individual differences that determine behavior and in some cases onset of disease. 

Identification of key factors that respond to external cues has been a focus of keen interest 

for understanding general brain function. Recently, many of the “risk genes” associated with 

mental illness have been hypothesized to survive evolutionarily in the human genome 

because they can confer many adaptable benefits in a supportive, non-stressful environment 

[51].

Genetic predispositions can alter GEN reactivity

One gene that has been widely studied because its levels in the brain are associated with risk 

for mental disorders is brain derived neurotrophic factor (BDNF). BDNF plays a crucial role 

in the growth and maintenance of neurons and has been extensively investigated in response 

to stress [52, 53]. Studies of patients with MDD have shown decreased serum and plasma 

levels of BDNF [54, 55] and post-mortem studies have shown decreased protein levels in the 

hippocampus [56–58]. People with a specific single nucleotide polymorphism (SNP) that 

results in a methionine substitution for valine (Val66Met) in their BDNF gene are more 

prone to some psychiatric disorders [59, 60]. BDNF has also been implicated in the 

structural and behavioral changes seen after stress, and its expression has been linked to 

changes in the GEN of numerous brain regions [61]. Further, the endurance of BDNF 

polymorphisms in the genome suggests that it may confer aspects of enhanced adaptability 

in the right environment despite its correlation with increased incidence of mood disorders.

BDNF expression has proven to be highly dynamic with stress, as time course studies have 

shown immediate increases in BDNF in acutely stressed rats peaking at 60 minutes post-

stress, followed by a significant decrease at 180 minutes [62]. The levels of BDNF 

expression following chronic stress remain highly dynamic, as the time-point at which 

BDNF levels are evaluated appears to determine whether BDNF is increased or decreased. 

Chronic stress was originally thought to decrease levels of BDNF in the hippocampus [63]. 

However, Naert et al. showed that chronic restraint stress shifts the baseline expression level 
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of BDNF higher than control, and that the acute response from each stress is a decrease in 

BDNF levels, not an elevation of BDNF levels [64]. This is the opposite of what is seen in 

acutely stressed animals [62], and is a response that lasts beyond the cessation of stress and 

into recovery [19]. This example is illustrative of one of the major limitations of these 

technologies, in that longitudinal studies from the same animal are not possible. Examining 

multiple time points rather than following how expression changes over time leads to 

speculations about regulation that can only be answered by increasing the number of data 

points sampled. However, even snapshots give useful indications about patterns of 

expression, and their relevance should not be discounted.

Environmental factors can alter GEN reactivity

One area of research that has shown great promise in elucidating the mechanisms underlying 

altered reactivity has focused on the epigenome (see Box 2). The revelation that a 

modification of the histones through methylation, acetylation, or various other functional 

groups leads to lasting and profound changes in gene expression has brought us one step 

closer to understanding many major diseases [65, 66]. Some epigenetic changes can be 

extremely long lasting, as in the case of the Dutch Winter Famine: adults screened six 

decades after being prenatally exposed to Nazi-imposed famine were shown to have less 

DNA methylation on specific genes than siblings who were not exposed [67]. The prenatal 

environment appears to be vitally important for setting up epigenetic marks for proper 

development, and as a result can be sensitive to external exposures that may have a great 

impact on future outcomes [68]. Moreover, Michael Meaney and others have shown that this 

critical period of epigenetic programming lasts beyond the womb and into early life. In 

addition to exposures from the external environment, parental behavior can play a role in the 

offspring’s adult behavior and predisposition to disease [69, 70]. For instance, the licking 

and grooming behavior of female rats when rearing their pups has been shown to have 

consistent epigenetic consequences that last into adulthood [71]. Similar epigenetic changes 

are seen in human studies of childhood abuse, suggesting that there may be an evolutionarily 

conserved mechanism that imprints early life experiences on the epigenome, if not directly 

in the germ line, at least via behavioral transmission [72, 73].

Box 2

The changing meaning of epigenetics

The term epigenetics has taken on a number of different meanings since C.H. 

Waddington coined it in 1942. The structure of DNA was still a mystery at the time, but 

the idea that genes produced a phenotype based on interactions with their environment 

holds a great deal of truth. At the conception of the term, however, the mechanism was 

thought to depend on a tissues position with the organism, leading to differentiation into 

a variety of cell types and the emergence of characteristics not present or predictable 

from the prior developmental state.

The discovery of the structure of DNA and the association of histone proteins has opened 

up a new field of study, yielding valuable insights into gene regulation. A number of 

post-translational modifications to tails of histone proteins have been shown to reliably 

correlate with enhancement or repression of transcription of associated genes. The ability 
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to identify the typical modifications produced by a stimulus gives an idea of the 

mechanism through which changes in gene expression occur. Specifically, addition or 

removal of functional groups in the form of methylation, acetylation, phosphorylation, 

sumolyation, and ubiquitination of lysine residues on histone tails produce unique 

consequences for gene transcription. In addition to modifications to histone tails, direct 

modification of DNA via the addition of methyl groups locally represses gene 

expression. These modifications to the histones or the DNA itself are commonly referred 

to as epigenetic modifications [14]. Non-coding RNAs also play a role in epigenetic 

regulation of gene expression [113, 114]

In its current form, epigenetics seeks to understand the interactions between our genes 

and the environment. How does experience shape the patterns of gene expression within 

each of our cells? Epigenetic modifications provide a plausible explanation for how 

different experiences can lead to altered patterns of gene expression even between two 

genetically identical individuals, such as monozygotic twins. These findings have 

provided a large boost to the concept of “nuture” in the ever-present apposition with 

“nature,” because experience seems to play a significant role in regulating gene 

expression in both healthy and diseased cells.

One striking revelation about epigenetic modifications is that they may be heritable across 

generations [46]. Some epigenetic marks acquired during the lifetime of an animal have 

been seen in their gametes and subsequently in the following generation [74]. For instance, 

male mice exposed to chronic stress have altered expression of micro RNAs (miRNA) in 

their sperm, a phenomenon that has been linked to epigenetic marks [75]. The offspring of 

these mice have reduced stress responsivity and altered gene expression in various brain 

regions associated with the stress response. This raises the critical question of how much our 

experience affects the gene expression of our offspring.

Following critical periods of development when many permanent epigenetic marks are 

established, modifications to histone proteins continue throughout adulthood to affect gene 

expression. They can often be very rapid in response to acute stress and result in both 

transient and lasting changes [76, 77]. The fact that some modifications are not maintained 

may be the result of the function that they serve, such as forming new memories. The 

hippocampus is an important brain structure for the formation of declarative, episodic, and 

spatial learning and memory [78]. Transient modifications to histones during a stressful 

event may play a role in activating the machinery to craft a new memory. When the event is 

over, the mark is removed to prevent aberrant memory formation [79]. Other possibilities 

include adaptive mechanisms used to deal with the stress that are no longer needed 

following its cessation, such as activation of neurotrophic factors and anti-apoptotic 

pathways that protect neurons. However, if these pathways were left active it could become 

detrimental, as epigenetic marks have been recently linked to certain cancers [80].

Modification of a histone protein tail in proximity to a gene may have great consequence for 

the expression of that gene, but what happens when modifications occur to histones outside 

of coding regions? For many years non-coding DNA was thought to be useless, and was 

termed “junk DNA”. New insights have revealed that this is likely not the case, as many 
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non-coding regions have been shown to be highly relevant in regulation of expression of 

other genes [81, 82]. Chromatin immunoprecipitation followed by DNA sequencing (ChIP-

seq) has shown both coding and non-coding regions that may be sensitive to modification. 

When ChIP-seq reveals that specific genes are being regulated by a particular histone mark, 

the particular histone can then become a target of possible treatment to correct the 

imbalance. However, when ChIP-seq reveals that a non-coding region is being regulated, its 

relevance should not be dismissed. For example, ChIP-seq on H3K9me3 in the hippocampus 

of acutely stressed rats revealed an increase in regulation of retrotransposable elements [83]. 

H3K9me3 has been shown to be a silencing mark, indicating that an increase in expression 

may be preventing stress induced genome instability through blocking movement of 

retrotransposable elements. However, in chronic stress the same increase in the H3K9me3 

mark is not seen, indicating there may be a loss of this compensatory mechanism. 

Deregulated retrotransposable elements allowed to freely move throughout the genome 

could have innumerable effects on GENs depending on where they ultimately land. Similar 

changes in H3K9me3 have been observed in other brain regions in response to 

environmental manipulations [84]. A more thorough understanding of how and where 

retrotransposons move will determine whether they contribute to disease, and whether they 

might be a viable target for treatment.

Alternative mechanisms of GEN regulation that can be driven by 

environmental factors

Other mechanisms that effect GEN dynamics are a result of P bodies and stress granules. P 

bodies are ribonucleoprotein complexes that are found in germ cells and somatic cells that 

serve to regulate RNA metabolism [85, 86]. They are composed of RNA decapping enzyme, 

exonucleases, helicases, RNA interference effectors, Argonaute proteins, microRNAs, and 

mRNAs [87]. P bodies have been linked to degradation and repression of mRNA translation, 

as well as sequestration of mRNAs that are later released for temporal regulation of 

translation [88]. Interestingly, BDNF has been shown to rapidly induce the appearance of P 

bodies in neurons. Expression of BDNF causes micro RNA (miRNA) biogenesis mediated 

through the protein Dicer, leading to increased P body abundance [89]. This pathway is 

involved in regulating the translational specificity produced by BDNF [90, 91], indicating 

that when BDNF levels are altered, as in stress, different sets of proteins are translated.

Stress granules are similar to P bodies in composition, but have a few distinguishing 

characteristics and are induced by environmental stress and aging. Unlike P bodies, stress 

granules contain translational initiation machinery such as eIF3 and ribosomal proteins [92]. 

The appearance of stress granules might signify abnormal transcriptional regulation, and 

could become a biomarker for identifying stress-induced damage in cells. Both P bodies and 

stress granules appear to play a role in regulation of GENs and warrant further investigation.

Examining GENs from regional to single cell specificity

Initial studies using microarray and RNA-seq in the brain have relied upon RNA extraction 

from manually dissected tissue, which results in the collection of a wide diversity of cell 

types. Depending on the size of the animal, wet dissection can be accomplished at the time 
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of sacrifice in a reliable manner to separate distinct brain regions and test for changes in 

GENs. Yet, even within brain regions there are distinct sub-regions with different 

populations of cells that make them functionally unique, such as the hippocampus, which 

when analyzed as a whole could mask important changes. One technique that has been 

developed to deal with this difficulty is laser capture microdissection (LCM)[93]. LCM 

allows a researcher to isolate subpopulations of cells under microscopic visualization. This 

offers specificity through direct visualization, in which RNA can be isolated from as little as 

a single cell. However, LCM requires that tissue be fixed prior to RNA extraction, which 

may have drastic effects on gene expression [94].

The effect of transcriptional changes identified in a single cell can be difficult to decipher in 

the larger context of its brain region, let alone at the systems level. It is also unclear whether 

the expression of this single cell is representative of other similar cells in close proximity, or 

if it is an abnormal representation due to a transient change in its microenvironment [95]. 

Different techniques have been developed to look at a homogeneous population of cells 

within a small sub-region of the brain. For many applications, fluorescence activated cell 

sorting (FACS) can provide a pure population of cells that then can be analyzed for 

expression patterns. However, this technique also has drawbacks, as it relies on cell specific 

membrane bound markers or transgenic reporter lines in order to sort a homogeneous 

population. Not all cell types have been identified based on surface marker expression, and 

many require numerous markers to achieve specificity; even then it is not always clear 

whether a uniquely functional population has been isolated. Another technique, 

immunopanning, also suffers from this limitation [96] and has been shown to alter gene 

expression in ways that are believed to reflect the stress of the method itself on the cells 

[94].

To achieve increased cell type specificity for GEN analysis, one method relies on 

genetically unique tags. bacterial artificial chromosomes (BACs) have been used to create 

transgenic mice that contain an EGFP attached to the L10a subunit of the ribosome. BACs 

allow for the insertion of large regions of DNA surrounding a gene of interest, and therefore 

will include more endogenous regulatory regions. The BAC is also designed so that the 

EGFP tag is under the control of a cell type-specific promoter, ensuring that it is only 

expressed in the cell type of interest. Then, utilizing translating ribosomal affinity 

purification (TRAP), mRNAs bound to the ribosomes can be isolated and analyzed from a 

single cell sub-type, hence “BAC-TRAP [97]”. The Heintz lab has generated nearly 100 

BAC-TRAP mice for studying a wide variety of cell populations (Personal communication).

Another technology has emerged to address one of the limitations present in all of the RNA 

isolation techniques previously mentioned. None of them allow exploration of the 

transcriptome from live tissue while it is still present in its natural microenvironment. Lovatt 

et al. developed a transciptome in vivo analysis (TIVA) tag that allows for noninvasive and 

spatially precise transcriptome profiling of single cells [98]. This method relies on loading 

cells with an mRNA capture molecule that can be light-activated by FRET before tissue 

homogenization. The capture molecule can then be used for purification of RNA expressed 

from only the FRET-activated cell prior to homogenization. This avoids isolation of RNA 

from surrounding cells and those induced by mechanical disruption of the tissue. TIVA is of 
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particular interest for study of the brain, where seemingly identical neurons can have 

markedly different gene expression profiles stemming from responses to stimuli with spatial 

specificity, as in sensory neurons [99, 100].

Selecting the appropriate RNA isolation technique for the biological question is essential. 

Subsequently, microarray and RNA-seq technologies provide high throughput avenues for 

exploring changes in GENs in either whole brain regions or single cells. However, 

microarray and RNA-seq are not without their drawbacks. One of the major limitations of 

these technologies is the inability to do longitudinal studies. Examining transcript levels as a 

snapshot at the time of sacrifice gives an expression pattern that may not accurately reflect 

transcriptional fluctuations of a manipulation. Increasing the number of time points 

examined can help to alleviate this problem, but this requires large numbers of animals and 

is not always feasible. Also, changes in expression patterns do not necessarily imply 

functional consequence. An increase in transcription of a gene can be met with 

compensatory mechanisms that reduce its translational output through changes in mRNA 

stability, RNA interference (RNAi), or sequestration in p-bodies or stress granules [101]. 

Characterization of post-transcriptional regulation has been aided by techniques such as 

individual nucleotide resolution UV crosslinking and immunoprecipitation (iCLIP), which 

allows genome-wide analysis of RNA binding proteins and their interaction sites [102]. 

Equating changes in expression with differences in protein levels is an important aspect of 

demonstrating functional relevance. Still, microarray and RNA-seq technology offer the 

ability to examine increasingly complex GENs in relatively little time.

Conclusions

The widespread adoption of high throughput technologies has brought with it great new 

insights into gene expression patterns and gene interactions. Yet, linking expression maps to 

regulatory mechanisms remains a challenge. How do the changes observed in the expression 

of 100 genes alter the activity of 100 more? This level of complexity requires equally 

complex data sets for which the analysis tools are still being developed. Microarray and 

RNA-seq have been combined with other technologies such as ChIP-seq to locate positions 

in the epigenome where regulation is occurring and correlate those findings with changes in 

mRNA levels. These patterns will facilitate the examination of how site-specific epigenetic 

modifications can impact gene expression and their effect on behavior and disease [103].

The overall complexity of the stress response makes it a difficult problem to address at a 

molecular level. Finding the relevant targets and underlying mechanisms behind differences 

in individual susceptibility are still elusive goals. The range of antidepressant treatments 

currently prescribed to treat psychiatric disorders remains unsatisfactory because of the 

delayed onset of therapeutic effects, and a lack of overall efficacy in treating the disease. 

Further, a wide range of side effects that are often worse than the disease itself stem from a 

lack of directed specificity. Using microarray and RNA-seq to look at expression patterns in 

combination with various RNA isolation techniques will bring us closer to understanding 

normative gene expression patterns on both a micro and systems level, while concurrently 

investigating how a stimulus such as stress leads to aberrant expression, function, and 

ultimately disease.
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Figure 1. 
Diverse mechanisms of glucocorticoid receptor signaling. GR was initially identified as a 

transcription factor that is translocated to the nucleus upon ligand binding to alter gene 

expression (A). Activated GR can bind the glucocorticoid response element (GRE) to 

activate transcription (+) or to the negative GRE to suppress transcription (X). Further, GR 

can also act together with other transcription factors, such as Stat5 and AP1, to activate or 

suppress transcription at other genomic sites [104]. More recently, several studies have 

demonstrated that GR can function as a signaling molecule throughout the cell. In some 

neurons, it is localized at post-synaptic dendritic spines that are located far from the soma 

(mGR; membrane-bound GR) and can also be translocated to the mitochondria to alter Ca+ 

release (B). (A is adapted from Reichardt and Schutz 1997 and B was drawn by Susan 

Strider)
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Figure 2. 
Microarray profiles illustrate the dynamic nature of in vivo gene expression networks. A: 

Venn diagrams illustrating genes that are significantly increased (up arrow) or decreased 

(down arrow) by an acute forced swim stress (FST; yellow), chronic restraint stress (CRS; 

blue), or corticosterone injection (Cort; purple) from whole hippocampal microarrays. The 

lack of overlap between conditions demonstrates that acute and chronic stress produce 

unique gene expression profiles and that neither response is equivalent to corticosterone 

administration alone. B: Venn diagrams illustrate genes that are significantly changed by an 

acute forced swim stress (FST; yellow), a forced swim stress administered immediately after 

CRS (CRS+FST; orange), or a forced swim stress administered after the mice have been 

given three weeks in their home cage to recover from a three week CRS (Rec+FST; green). 

While the same acute stress was used in each condition, mice with a history of chronic stress 

(orange and green) showed a unique gene expression profile from naive animals (FST; 

yellow). Further, mice that were allowed to recover from a chronic stress (green) still 

exhibited a distinct response from the naive animals (yellow), suggesting that recovery from 

stress does not necessarily result in a return to the stress-naive baseline. C: Scatter plot of all 

genes from the microarray in which genes changed by CRS (x-axis) are plotted against 

genes changed after recovery from CRS (y-axis). The majority of genes that were increased 

by CRS were found to be decreased in recovery (10, 682; lower right quadrant), suggesting 

that many genes do return to baseline. However, 2,905 genes (upper right) were elevated by 

CRS and remained elevated after recovery or were decreased by CRS and remained 

decreased after recovery (3,608; lower right). Adapted with permission from Gray et al., 

2013 [19].
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