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Abstract. Efficient segmentation editing tools are important components in the segmentation process, as no
automatic methods exist that always generate sufficient results. Evaluating segmentation editing algorithms is
challenging, because their quality depends on the user’s subjective impression. So far, no established methods
for an objective, comprehensive evaluation of such tools exist and, particularly, intermediate segmentation
results are not taken into account. We discuss the evaluation of editing algorithms in the context of tumor seg-
mentation in computed tomography. We propose a rating scheme to qualitatively measure the accuracy and
efficiency of editing tools in user studies. In order to objectively summarize the overall quality, we propose
two scores based on the subjective rating and the quantified segmentation quality over time. Finally, a simu-
lation-based evaluation approach is discussed, which allows a more reproducible evaluation without the need for
human input. This automated evaluation complements user studies, allowing a more convincing evaluation,
particularly during development, where frequent user studies are not possible. The proposed methods have
been used to evaluate two dedicated editing algorithms on 131 representative tumor segmentations. We
show how the comparison of editing algorithms benefits from the proposed methods. Our results also show
the correlation of the suggested quality score with the qualitative ratings. © 20714 Society of Photo-Optical
Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JMI.1.3.034005]
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1 Introduction

Segmentation is one of the essential tasks in medical image
analysis. For the (semi)automatic segmentation of objects in
three-dimensional (3-D) medical images, such as computed
tomography (CT) or magnetic resonance imaging, many algo-
rithms have been developed during the past decades for specific
purposes."> From a technical point of view, segmentation algo-
rithms can be categorized by the degree of automation as
follows:

o Fully automatic methods, which do not require any inter-
vention by the user (i.e., high degree of automation).

e Semiautomatic methods, where the user initializes or
parameterizes the algorithm, e.g., by appropriately marking
the object of interest (i.e., medium degree of automation).

¢ Interactive methods, which are based on an iterative proc-
ess in which the user plays a central role by steering and
correcting a computer-generated segmentation result (i.e.,
low degree of automation).

e Manual tools, where the object of interest is delineated or
painted by hand in two dimensions on each slice of the
image, for example (i.e., no automation).

In order to both minimize the effort required by the user and
provide reproducible results, fully automatic segmentation algo-
rithms can be considered the ultimate goal in medical imaging.

*Address all correspondence to: Frank Heckel, E-mail: frank.heckel@mevis
fraunhofer.de
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If an automatic segmentation algorithm is not available for a
specific task or if it has failed, interactive segmentation algo-
rithms are often used as a fallback. Using interactive tools, a
3-D segmentation is typically generated by a set of two-dimen-
sional (2-D) user inputs on the slices of the 3-D image and each
interaction immediately modifies the segmentation result. For
interactive segmentation in 2-D and 3-D, several algorithms
have been suggested, such as live wire,® SketchSnakes,* iterative
live wire and live snakes,’ an interactive watershed transform,®
fuzzy connectedness,’ graph cuts,® random walker,” as well as
level sets,'” for example. In contrast to 2-D algorithms, 3-D
methods generate a new 3-D result based on a 2-D input.

In cases where a (semi)automatic algorithm has failed, a differ-
ent solution to the segmentation problem is a manual correction of
the automatically generated insufficient segmentation result as
shown in Fig. 1. This segmentation editing can be seen
as a special case of interactive segmentation. In contrast to general
interactive segmentation, segmentation editing typically starts
with an initial segmentation that the user locally corrects in several
discrete steps until it matches his or her needs (see Fig. 2). One
step can be interpreted as one user interaction. In each step, the
user reacts on the current 3-D segmentation by a specific 2-D
input, resulting in a new 3-D segmentation. We call these tempo-
rary segmentation results of the editing process intermediate seg-
mentations, while we refer to the user’s intended result as target
segmentation. In addition to this definition, we also consider oper-
ations such as “undo” as steps. Some (semi)automatic segmenta-
tion algorithms provide dedicated editing functionality.''~'* If the
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Fig. 1 Computer-assisted segmentation process with optional segmentation editing. Note that the seg-
mentation process itself always becomes interactive as soon as editing is performed.

(semi)automatic segmentation algorithm does not provide the
possibility to modify its results, dedicated editing tools exist,
which are independent of the initial segmentation algorithm
(cp. Fig. 1). By analogy to interactive segmentation algorithms,
dedicated editing tools can modify the segmentation result in
2-D'*19 or 3-D.'72* We have previously given a detailed over-
view on segmentation editing for medical imaging.> Note that
even though an automatic segmentation algorithm might be
used in the first stage, the segmentation process itself becomes
interactive from the user’s point of view as soon as an interven-
tion, such as editing in whatever form, is required. Adapting
parameters of the automatic segmentation algorithm is not con-
sidered as editing in the sense of this paper, though. Also note that
the concept of a dedicated a posteriori segmentation editing does
not apply to interactive segmentation algorithms as described
above, because user interaction is already an integral part of
these methods (cp. Fig. 1).

The evaluation of a segmentation algorithm aims at analyz-
ing how well it solves a given segmentation problem. In
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Fig. 2 Stepwise segmentation editing process. The validation of the
current segmentation result is visually performed by the user with
respect to his or her intended result (target segmentation). Note
that the target segmentation exists only in the mind of the user.
We refer to each iteration of this process as one editing step.
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addition, a comprehensive and objective evaluation allows find-
ing the best algorithm and best parametrization of an algorithm
for a specific use-case and it can reveal issues and unsolved
problem cases. For assessing the similarity of a single segmen-
tation result with respect to a reference segmentation, i.e., its
quality, various measures exist. We refer to this as static valida-
tion. Common static quality measures include volume-based
metrics, like the volume overlap (Jaccard coefficient) and the
Dice coefficient, as well as surface-based metrics, like the mean
and maximum surface distance (Hausdorff distance),’® and a
combined measure known as the Medical Image Computing
and Computer Assisted Intervention (MICCAI) score.”’
Reference segmentations are often given by manual delineations
generated by domain experts, which are used as a surrogate for
the unknown ground truth.”® An objective quantitative evalu-
ation of interactive segmentation algorithms or algorithms for
segmentation editing is more challenging, though, because of
their dynamic nature and because their quality also depends
on the user’s subjective impression and intention. Criteria com-
monly used in the evaluation of interactive segmentation algo-
rithms are accuracy, efficiency, and repeatability. Particularly in
the context of segmentation editing, no established metrics exist
for objectively and comprehensively measuring the quality of an
algorithm with respect to those criteria. Most often, only the
final segmentation result is compared to a reference segmenta-
tion. In addition, measures such as the number of interactions or
the required editing time are often reported. The quality of inter-
mediate segmentation results is typically not taken into account
in order to measure the quality of such tools, even though they
are very important for the subjective quality. For example, if
the segmentation result becomes worse after an editing step
(i.e., the editing algorithm failed), the perceived quality,
along with the user’s trust in the algorithm, often decreases sub-
stantially, no matter how many steps are actually required or
how good the final segmentation result is. These dynamic
aspects are the essential criteria defining the quality of an editing
algorithm. Consequently, measures for accuracy, efficiency, and
repeatability have to consider the whole process from the first
editing step to the final segmentation result, i.e., the dynamics of
the editing algorithm.

In this paper, we discuss the evaluation of segmentation
editing algorithms in the context of tumor segmentation for
chemotherapy response monitoring, where the volume of a
tumor is assessed over time using CT. As an example application
of our evaluation approaches, we assess two dedicated 3-D
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sketch-based segmentation editing tools that we have proposed
earlier.”> Nevertheless, the evaluation methods proposed in this
paper can be used for other scenarios, other imaging modalities,
and other segmentation editing tools as well, as long as they can
be represented by the stepwise process shown in Fig. 2.
Typically, interactive algorithms are evaluated in terms of user
studies. We discuss how user studies should be designed and we
propose a qualitative rating scheme for analyzing the subjective
quality aspects. We also propose a quality score for segmenta-
tion editing tools that considers their dynamic aspects by accu-
mulating the quality of intermediate segmentation results into a
single value, providing a combined measure for both accuracy
and efficiency. Based on these methods, results from a study
with five radiologists are presented, where the two 3-D editing
tools have been utilized for the manual correction of 131 rep-
resentative tumor segmentations (lung nodules, liver metastases,
and lymph nodes). Finally, we compare these results to the
results of a simulation-based validation approach which we have
presented previously.?’

2 Related Work

Udupa et al. have summarized challenges in the evaluation of
segmentation algorithms in the context of medical imaging.”®
The authors also propose a general methodology for the
evaluation of such algorithms, including requirements, its imple-
mentation, and performance metrics, i.e., quality measures.
However, specific challenges for interactive approaches are
not discussed by Udupa et al. Quality measures that compare
segmentation results to reference segmentations generated by
domain experts have also been discussed by several other
authors.?*32 This is known as supervised evaluation. Some
authors have focused on the variability of segmentation results
in the context of medical imaging and the analysis of segmen-
tation algorithms with respect to multiple reference segmenta-
tions.**" A method that combines several complementary
quality measures into a single measure has been proposed by
Deng et al.”” A combined measure that additionally considers
the common variability of different users has been proposed
in the context of the MICCAI segmentation challenge 2007
and the MICCAI liver tumor segmentation challenge 2008.*
This measure is known as the MICCAI score.

Zhang et al. give an overview on unsupervised methods for
segmentation evaluation,*® which does not require a reference
segmentation for estimating the quality of a segmentation result.
Such methods can be used for on-the-fly self-tuning of segmen-
tation algorithms, for example. In order to automatically verify
the correctness of segmentation results, Frounchi et al. have pro-
posed a framework called Image Segmentation Automated
Oracle.! It uses machine learning in order to distinguish
between consistent and inconsistent segmentation results.

Olabarriaga and Smeulders have discussed human-computer
interaction in the context of medical image segmentation.*?
The authors also summarize aspects that need to be considered
when evaluating interactive algorithms. The discussed criteria
(accuracy, efficiency/speed, repeatability/precision) have been
used earlier for the evaluation of the live wire algorithm, for in-
stance.® Other work on the evaluation of interactive segmentation
methods focuses on scribble-based approaches like graph cuts or
random walker, where the user draws foreground and background
markers to influence the result. McGuinness and O’Connor have
investigated the evaluation of such algorithms for 2-D natural
images.*® Later, the authors proposed a simulation-based auto-
mated evaluation for scribble-based methods in 2-D.* For scrib-
ble-based interactive segmentation of 3-D medical images,
Moschidis and Graham proposed a simulation-based framework
for performance evaluation® as well as a systematic comparison
of various interactive segmentation methods.*® For assessing the
reproducibility of a graph-cut-based interactive algorithm for fol-
licle segmentation, Haque et al. have used a similar framework
that generates interactions from a database of real user inputs,
which they refer to as correct interactions.*” Nickisch et al. and
Kohli et al. have discussed the use of a simulation model in the
context of 2-D natural images.**** They call their model the
active robot user. It is used for both evaluating and training inter-
active segmentation algorithms. The above work focuses on the
evaluation of interactive segmentation algorithms, but does not
cover the evaluation of segmentation editing algorithms.

In our previous work,? we have presented two sketch-based
3-D segmentation editing algorithms serving as examples for
evaluation in this work. Sketching provides an intuitive 2-D
interface for segmentation editing, where the user modifies a
binary segmentation on a slice s by drawing a contour along
the correct object border as shown in Fig. 3. In order to capture

(@)

(b)

Fig. 3 Sketch-based editing example in two dimensions for a lymph node in computed tomography
where a part is added to the segmentation: (a) initial segmentation (yellow/light gray), sketch-based

user input (blue/dark gray) and (b) editing result.
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the user’s intent based on this 2-D input and modify the segmen-
tation in 3-D accordingly, we have developed both an image-
based algorithm (which employs gradients), as well as an
image-independent algorithm that is solely based on a geomet-
rical object reconstruction approach.

In a previous work, we introduced a simulation-based vali-
dation approach for sketch-based editing tools,” but have not
covered their evaluation or compared it with real users.

The present article focuses on the evaluation of sketch-based
editing methods, presents results from a corresponding (previ-
ously unpublished) user study, and complements that with the
simulation-based approach.

3 Evaluation of Segmentation Editing Tools

Using interactive segmentation tools, the final segmentation
result is given by a user-driven, dynamic process (cp. Fig. 2).
For the evaluation of interactive tools, in general, and editing
algorithms, in particular, it is insufficient to assess the final result
only. The quality of such tools is influenced by additional fac-
tors, like the number of interactions or the algorithm’s reaction
time. Furthermore, their acceptance depends on the user’s
expectations, making the quality of interactive tools highly sub-
jective. This subjective quality also suffers from bad intermedi-
ate results, i.e., the user would not accept results where the
segmentation became worse in a specific editing step with
respect to his or her intention. Consequently, user studies play
the most important role for testing and comparing interactive
algorithms or differing versions of the same algorithm.

The evaluation of segmentation algorithms always depends
on the specific task. For example, the requirements on a segmen-
tation algorithm differ depending on whether a tumor should be
segmented for volumetric chemotherapy follow-up assessment
or for surgery planning. The following three criteria are com-
monly used during the evaluation of interactive segmentation
algorithms:34243:46

e Accuracy: This indicates how well the segmentation cor-
responds to the reference segmentation, which can be
assessed quantitatively using the common quality mea-
sures (e.g., volume overlap or Hausdorff distance) or
qualitatively using rating schemes.

o Efficiency: This refers to the amount of work necessary
for segmenting the object. Indicators can be the total
elapsed time or the number of interactions, for example.
The efficiency strongly depends on the segmentation task
and the user. It is affected by the computational and the
interactive part of the algorithm as well as the time for
assessment of the segmentation result, making it difficult
to be objectively measured.

o Repeatability: This indicates how well the same result can
be generated over different segmentation sessions by the
same user or different users for a specific segmentation task.

In the following sections, we first propose a guideline for user
studies, then show how such studies can be used to qualitatively
rate segmentation editing algorithms, and finally complement this
with a score for objectively measuring their accuracy and effi-
ciency. Repeatability is not explicitly discussed. The proposed
methods can be used to estimate this criterion as well, though,
by comparing the results of different users or segmentation
sessions.
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3.1 Proposed Guideline for User Study Design

User studies allow an assessment of the subjective quality aspects
of interactive algorithms. User studies are inherently subjective,*’
which is particularly true for interactive methods.*? Results of
user studies are typically biased, e.g., depending on the order
in which the data are observed.*® In order to avoid biasing, well-
designed study guidelines and a large number of data and partic-
ipants are necessary. In practice, this is often difficult, though, due
to the high effort of studies focusing on interactive tools.
During the past years, we have composed a guideline for the
design of our studies, whose aim is to get as much information
as possible out of such studies while remaining practicable.

¢ Randomize the order of data in order to avoid biasing. Use
different orders for every study participant.

e Make clinical routine a constraint: Tell the participants to
use the tool in the same way as they would use it in their
daily work. This affects the maximum time that the users
accept for the segmentation process, for example.

e Acquire multiple results per case: Let several participants
perform the same segmentation task on the same data in
order to find issues caused by the data or the segmenta-
tion tool.

o Have heterogeneous users: If possible, include experi-
enced and inexperienced participants or experts from dif-
ferent fields.

e Train users: Explain all aspects of the evaluation and the
used tool to the participants and give them at least one
example data set. Tell them exactly what the segmentation
task is (e.g., volumetric tumor follow-up assessment or
surgery planning). For some studies, it can be important
not to tell the users anything about the algorithm and to
skip the training step, though, e.g., if the intuitivity of the
segmentation tool should be assessed.

¢ Record information: During the study, record any infor-
mation that might be interesting for future analysis,
like all user inputs and intermediate segmentation results,
CT window settings, time measurements, and user com-
ments, for example.

e Observe the users: As user studies are subjective, not all
information can be recorded automatically. Each partici-
pant should be observed by a researcher or domain expert,
who should frequently ask the participant to explain what
he or she intended by a specific interaction and what result
he or she expected from it, for example.

o Build bulletproof evaluation tools: As we typically evalu-
ate an algorithm that is work in progress, we need to make
sure that the evaluation tool is robust to crashes and mal-
functions. This includes, for example, that no data are lost
and that the participant can continue seamlessly with the
last processed case after a crash. In addition, a clear work-
flow needs to be implemented that forces the user to give
all necessary information (like comments or ratings) and
that avoids an incorrect usage.

This checklist, which can be considered a good scientific
practice, has proven to be a valuable tool for planning and reali-
zation of our studies and workshops.
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Table 1 Qualitative five-point rating schemes for the segmentation editing algorithm and the final segmentation result in the context of volumetric
tumor follow-up assessment. The rating is given by the user after one editing run for a specific object (i.e., per case). Results within one of the

sufficient categories can be considered as appropriate for clinical practice.

Rating Meaning for segmentation editing algorithm Meaning for segmentation result
Sufficient ++ Perfect Errors could be corrected quickly with a few steps and No (more) manual correction required.
according to the user’s expectation.
+ Good Errors could be corrected according to the user's Only minor errors that do not affect the

expectation with slightly more effort, though.

0 Acceptable

Insufficient - Bad

Errors could be corrected sufficiently at reasonable
expense that would be acceptable in clinical routine.
A few intermediate results were unexpected, though.

Correcting errors was complicated and took high

volume and do not have to be corrected.
Small errors that only slightly affect the
measured volume. In clinical routine, these
errors would not be corrected, though.

Significant errors that need correction.

effort. Several intermediate results were unexpected.

——  Unacceptable

Errors could not be corrected or only with far too
much effort. Many intermediate results were unexpected.

Unusable segmentation even with (more)
manual correction.

If different algorithms should be compared in a user study,
biasing is an even more important issue, because the participants
typically remember the data and what interactions they per-
formed in the previous session. The best solution to this
would be to delay the evaluation of the other algorithm by
some days or even weeks, which often is not practicable,
though. A compromise could be to randomize the order of
the algorithms.

3.2 Qualitative Evaluation: Editing Rating Score

In order to assess the subjective quality of segmentation edit-
ing tools, we have designed a five-point scheme, which
assembles both the accuracy and the efficiency into one rat-
ing. This rating allows drawing conclusions on how suitable
an editing tool is for clinical practice with respect to the given
segmentation task. This scheme is summarized in Table 1.
Ratings of acceptable, good, or perfect can be considered
as sufficient for clinical practice, while bad or unacceptable
ratings are insufficient.

Often there is no reference segmentation available at the
beginning of the study that allows one to quantitatively measure
the quality of the segmentation result. In addition, we cannot
expect the final segmentation result to be a reference segmen-
tation, because we want to assess the tool’s applicability to clini-
cal routine, which means that the user stops editing at some
point, or because the algorithm fails. Therefore, our rating
scheme distinguishes between the subjective quality of the edit-
ing tool and the subjective quality of the final segmentation
result.

In order to quantitatively measure the overall subjective qual-
ity of a segmentation editing algorithm based on all ratings, we
define the editing rating score for an editing tool as the average
of all ratings (for many cases, by multiple readers) after mapping
the ratings (—— to ++) onto the interval [0...1].

Fedit = N (0.0r__ +0.25r_ + 0.5rg + 0.75r, + 1.0r, ),
)]

with N being the number of cases and with the quality counts
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= [{izq(i) = —-}|
= Hizq(i) = -}
ro = [{i:q(i) = 0}
ro =i:q(i) = +}|
ro = iiq(i) = ++}. (2)

where ¢(i) is the qualitative rating the reader assigned to the
editing algorithm after finishing a specific case i, and |- |
denotes set cardinality, i.e., the number of cases with a specific
rating.

Ratings of subjective quality have a high variability due to
the user’s individual standards for assessing quality and his or
her requirements and expectations on the tool and the final seg-
mentation result.*’ These standards might even change during
the study, which could influence the rating. For example, the
expectations on the result and the editing tool change if previous
similar cases worked well or badly. Moreover, the participants
are typically less concentrated and more inaccurate by the end of
the study. As a result, not all slices of the object might be
inspected, which could bias the ratings. This makes a good
study design crucial for reliable qualitative results, e.g., by ran-
domization and the acquisition of multiple results for each case.

3.3 Quantitative Evaluation: Editing Quality Score

Given a reference segmentation, a variety of well-known mea-
sures exists that can be used to assess the static quality of each
intermediate result, such as the volume overlap, the Hausdorff
distance, or the MICCAI score, for example. The result is a plot
of the quality over time as shown in Fig. 5. Based on the quali-
tative rating of the final segmentation result, we can assume to
have a reference segmentation for cases whose result has been
rated at least as acceptable. Note, however, that reference seg-
mentations generated this way are biased toward the tools by
which they have been created, i.e., in our case, the initial seg-
mentation algorithm as well as the specific segmentation editing
approach. Using it as a reference for a different tool, the quality
of each step will certainly be worse and a perfect match will not
be achievable.
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3.3.1 Measure for quantitative evaluation

The goal of a segmentation editing tool is to finish a given seg-
mentation with as few steps as possible. An algorithm can be
considered to be better if it generates higher-quality results in
each step, if it achieves a specific quality with fewer steps,
or if it generates fewer unexpected intermediate results, for
instance.

In order to objectively measure the overall quality of a seg-
mentation editing algorithm with respect to its dynamic nature,
we define the editing quality score.

1 min(S,Spax )
Medit, S — m; + S myg
Smax j=1
S{Sm—s if Sy > S 4
0 if S <87

with S being the real number of editing steps and S, being the
maximum number of acceptable steps for the specific segmen-
tation task. m; is the MICCAI tumor segmentation score in a
specific step j with respect to the final (reference) segmentation
as defined by Heimann et al. as well as Deng and Du,?%* which
gives megy s, € [0,100]. m; could also be replaced by any other
static quality measure, though. my is the quality of the final seg-
mentation result, which typically, but not necessarily, equals
the maximum of the quality measure. mgqg s equals the
area under the quality curve within [1, S,.], skipping the initial
segmentation at i = 0 (cp. Fig. 5). Making the editing score de-
pendent on a maximum number of acceptable editing steps has
two advantages. First, it rewards algorithms that need fewer
steps, while it penalizes algorithms that do not allow a correction
with an acceptable amount of work. Second, it keeps the mea-
sure comparable over different algorithms that differ in the real
number of editing steps S, as long as S,, remains the same.
Smax Needs to be defined once in advance for the specific seg-
mentation task. From various interviews with radiologists from
different clinics, we got the feedback that due to time con-
straints, a maximum of five correction steps would be performed
in clinical practice, at least in the context of chemotherapy
response monitoring, giving Sy, = 5 in our domain.

3.3.2 Measuring the influence of algorithmic changes

In particular during algorithm development, it is virtually impos-
sible and impractical to conduct frequent user studies.
Nevertheless, it is mandatory to measure the influence of algo-
rithmic changes on its quality. This is equally important for opti-
mizing parameters of the algorithm. One solution to this could
be to reuse the recorded interactions and intermediate results
from a user study for evaluation. In this setting, the modified
algorithm is applied using the old inputs in every step.
However, both the inputs and the intermediate results strongly
depend on each other. Each user input directly depends on the
current segmentation state, which indirectly depends on all pre-
vious intermediate results and user inputs. Therefore, changes in
the underlying segmentation algorithm change not only the
intermediate results but also the user inputs to the algorithm
that are necessary to converge to the user’s intended result.
As a consequence, the old user inputs become suboptimal or
even invalid with respect to the modified algorithm.
Nevertheless, the stored intermediate results can be useful for
quantitative assessment of the segmentation quality during
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development and optimization. Considering each step as a single
modification that is independent of the previous ones, we can
apply one editing step using the modified algorithm and mea-
sure the static quality of its result in order to compare it to the
quality of the old result. This, however, does not allow an evalu-
ation of the dynamic aspects of the editing tool, for example,
whether fewer steps are needed after algorithmic optimizations.

3.4 Simulation-Based Evaluation

As discussed in Sec. 3.3.2, new user studies are mandatory after
algorithmic changes for evaluating the dynamic aspects of an
editing tool. However, they require a relatively high effort
and cannot be performed after each small parameter change.
In addition, user studies suffer from an intrinsic inter- and intra-
observer variability, limiting their reproducibility. Even if the
same object is segmented twice by the same user using the
same interactive tool, the results inevitably differ due to different
use of the editing tool (i.e., different user inputs) or due to a
different judgment (i.e., the user considers the border between
object and background to be located at different positions in dif-
ferent segmentation sessions).*?

In order to allow an objective, reproducible evaluation and
comparison of 3-D segmentation editing tools without the
necessity of the user, replacing the user by a simulation has
shown to be an appropriate solution.***>*’*® Tn the context
of sketch-based 3-D editing, we have previously proposed
such a simulation-based validation approach, where plausible
user inputs are iteratively generated based on the current (inter-
mediate) and the given reference segmentation.”” Each iteration
of the simulation consists of three steps that are described in the
following. We refer to parts that are missing in the current seg-
mentation or are unintentionally included with respect to the
reference segmentation as errors [cp. Fig. 4(b)]. For simplicity,
we restrict the simulation to correct exactly one error per step by
adding or removing a part.

3.4.1 Step 1: finding the most probably corrected error

First, we compute all 3-D errors of the current segmentation S;
with respect to the reference segmentation R by subtracting S;
from R. Next, we compute all connected components in
3-D using a six-neighborhood to get all unique errors [see
Fig. 4(b)]. For each error &, its likeliness p of being corrected
by the user is estimated. Based on our experience, users tend to
correct the most prominent error in the current segmentation
first. We model this by maximizing

p(€) =ab & pee), @

with V(&) being an error’s volume weighted by a and V.,
being the volume of the largest error. C(€) is an error’s compact-
ness weighted by f. It is defined as the volume-to-surface-area
ratio, scaled to [0,1]. The surface area is approximated by the
volume of all voxels on the surface of the segmentation result.

If exactly the same error is chosen in successive editing steps,
it will be ignored, because in this case, we have to assume that it
could not be corrected by the editing algorithm.
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(a)

(d)

Fig. 4 Simulation example for the exemplary lymph node from Fig. 3: (a) initial segmentation (yellow/light
gray) and reference segmentation (blue/dark gray), (b) errors in the initial segmentation (encoded by
different gray values), (c) generated correction contour (white voxels), and (d) result after applying

the image-based segmentation editing algorithm.®

3.4.2 Step 2: selecting the slice and the view for editing

The most probably corrected error £; can be fixed by the user in
any slice s in any view v (axial, coronal, or sagittal). £; might
consist of several components in a slice. Therefore, we only con-
sider the largest connected component of £; with respect to a
four-neighborhood in the following. Again, users tend to correct
the error where it is best seen. In addition, it is favorable to cor-
rect an error roughly on its central slice s.. Consequently, s and
v are chosen by maximizing

p(s’v):aj(si,(v))ﬂ‘ﬂC(S,v)ﬂ—y[l—W], (5)

where A(s, v) and C(s, v) are the area and the compactness of the
erroneous part in the current slice of the current view, A, (v) is
the maximum area in the current view, and e, (v) is the error’s
z-extent in the current view. Again, a, f, and y are weights for
each feature. Because users also tend to interact with the same
view for as long as it is appropriate, we also apply a reward of
10% to p if the view is kept between successive steps.

3.4.3 Step 3: user input generation

Finally, a contour is generated that adds/removes the error to/
from the intermediate segmentation. This contour is defined
by all voxels &; \ S;, with & ; and S; being all voxels on the sur-
face of £; and S;, respectively [see Fig. 4(c)]. To generate a con-
tour from those voxels, we assume the voxels to form graphs,
where the voxels are the nodes, which are connected to all
voxels in their eight-neighborhood. We then compute all lon-
gest paths in all graphs. To allow for small holes in the voxel
representation of the contour, we additionally connect two
adjacent paths if the distance between their start and end points
is smaller than two voxels. Note that this definition also covers
the case where a segmentation is completely missing in a cer-
tain slice.

4 Results

We have used the proposed methods in order to evaluate and
compare our image-based and our image-independent sketch-
based 3-D segmentation editing tools,” which we refer as algo-
rithm 1 and algorithm 2 in the following. Both a user study and a
simulation-based evaluation have been performed, using a data
set of a total number of 286 representative tumor segmentations
(lung nodules, liver metastases, and lymph nodes) whose initial
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segmentations were rated as insufficient by clinicians in previous
studies. The initial segmentations were generated with the dedi-
cated semiautomatic segmentation algorithms by Moltz et al.>°

Figure 5 shows some examples of this data set. The presented
data show the results that are generated by the proposed methods
and how the comparison of editing algorithms benefits from
them. In addition, commonly used criteria, such as time mea-
surements and the number of steps, are reported.

4.1 User Study
4.1.1 Study design

Five radiologists participated in the study. The participants had
different levels of experience with respect to the editing tools,
which were determined by a questionnaire in advance. The
study was conducted according to the guideline presented in
Sec. 3.1. The 286 tumors were subdivided into three lists,
each of which was processed by up to two clinicians in a ran-
domized order as shown in Table 2. Each participant started with
a different editing algorithm and got a short introduction to the
software. The clinicians were observed by technical experts,
who were advised not to influence the clinicians. All user inputs
and intermediate results were stored by the software.

The total time for the study was restricted to 1 h for each
algorithm. In addition, the user had the option to skip a case,
e.g., if he or she judged it as irrelevant for chemotherapy
response assessment, resulting in 131 edited tumor segmenta-
tions (cp. Table 2). Last but not least, the users were told to
only spend as much time per case as they would accept in rou-
tine. The final segmentations and the editing algorithms were
rated according to the scheme shown in Table 1, which was
shown throughout the study via a video projector. The study
was performed on an Intel Core i7-2600 (3.4 GHz) with
16 GB RAM running Windows 7 64-bit.

4.1.2 Qualitative results

Figures 6 and 7 summarize the qualitative results of the study.
With algorithm 1, the clinicians needed a median time of 52 s in
order to finish the segmentation. Using algorithm 2, the median
time was 63 s. Note that these times include the assessment of
each intermediate segmentation and the final segmentation
result. With both editing methods, the median number of editing
steps was seven. A closer look at the distribution of the number
of editing steps reveals that there are significantly more cases
where the clinicians needed more than 10 steps with algorithm
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Fig. 5 Examples from the study data: (a) lung nodules, (b) liver metastases, and (c) lymph nodes. The
initial segmentation is visualized in yellow/light gray. The blue/dark gray and red/gray contours show the
final segmentation after editing with algorithms 1 and 2, respectively. The ratings refer to the subjective
quality with respect to algorithm 1 or 2 (cp. Table 1). The highlighted areas under the curves indicate
Megits- Note that the curves have been extended to step max(S, 5). The first two columns show results
where meqis matches the rating quite well, while the third column shows results where meq;5 and the
editing rating do not match.
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Table 2 Overview on the data used in the study. Cases that have been edited with both editing algorithms are included in the Number of edited
lesions. Cases in which the final segmentation result has been rated at least as acceptable for both editing algorithms are included in the Number of
lesions with reference segmentations. Note that the study time was restricted to 1 h and cases could be skipped.

Number of Number of lesions with

Data set Number of lesions Processed by edited lesions reference segmentation
List 1 96 User 1 (no experience) 25 20
User 2 (high experience) 32 29
List 2 95 User 3 (medium experience) 27 21
User 4 (medium experience) 29 24
List 3 95 User 5 (medium experience) 18 16
Total 286 131 110
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Fig. 8 Correlation of the the editing quality score meq;5 With the qualitative rating and the number of

steps. p refers to Pearson’s correlation coefficient.

2 (see Fig. 7). The maximum number of steps was 25 for algo-
rithm 1 and 42 for algorithm 2. Consequently, the rating for
algorithm 2 (r.g;; = 0.487) was worse compared to algorithm
1 (regqie = 0.628, see Fig. 6). Concerning the computation
time of a single editing step, algorithm 2 is much faster than
algorithm 1, with median computation times of 0.09 and
0.28 s, respectively.

4.1.3 Quantitative results

In order to quantitatively analyze the results as discussed in
Sec. 3.3, we have selected 110 cases for which the final segmen-
tation was rated as sufficient for both algorithms 1 and 2. Based
on these reference segmentations, the MICCAI score has been
computed for each intermediate segmentation result, from which
the editing quality score m.q; 5 has been computed [cp. Eq. (3)].
As shown in Fig. 8, m.g; 5 correlates with both the the qualita-
tive rating and the number of editing steps.

Figure 9 summarizes the quality of the intermediate results
for both editing algorithms. In the first five steps, algorithm 2
performs better than algorithm 1, giving a better result with
respect to m.q 5 (88 versus 84.4). However, in the following
steps, the intermediate segmentation results of algorithm 1
show slightly better MICCAI scores. In addition, the intermedi-
ate results of algorithm 1 show better results with respect to the

5% quantile and, most often, outliers with higher MICCAI
scores starting from step 6. Particularly, algorithm 2 shows
two cases with very bad results, which took the user more
than 25 steps to correct.

After five editing steps, the median segmentation quality of
both editing tools is within the typical variability between differ-
ent readers as defined in Ref. 39. The difference in the average
quality in step O is due to the fact that the same initial segmen-
tation is compared to different reference segmentations gener-
ated by the specific editing tools.

4.1.4 Influence of the level of experience

In order to compare the results of the experienced and the inex-
perienced user, only 19 cases are considered, which have been
processed by both users. The results show that ratings by the inex-
perienced user are slightly better (see Fig. 10). However, the expe-
rienced user was able to generate sufficient segmentation results
in two more cases (18 versus 16 cases with at least acceptable
final segmentations). The quality of the intermediate results by
the experienced user shows better results with respect to the
5% quantile, in particular, for algorithm 1. Moreover, the expe-
rienced user was able to better improve the segmentation quality
within the first five steps, but he also invested more time in the
editing process. Both users gave better ratings for algorithm 1.

MCCAI score (n=110)
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Fig. 9 Quality of intermediate segmentation results in the user study. The curves show the median
MICCAI score in each step, from which meq:s has been computed. The thick vertical lines indicate
the 25 and 75% quantiles, while the error bars show the 5 and 95% quantiles. The dots indicate outliers.
The horizontal line at 90 indicates the typical variability between different readers as defined in Ref. 39.
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Fig. 10 Results of the experienced user (a) compared to the results of the inexperienced user (b) on the

same cases with the same initial segmentations.

4.1.5 Observations and subjective feedback

The observation of the users revealed two important facts that
are difficult to see in the qualitative and the quantitative results.
First, some participants tried to perform interactions that are not
supported, namely splitting and merging of separate objects.
Second, the undo functionality was rarely used. Instead, the par-
ticipants tried to revoke unintended or erroneous modifications
via additional contour-based editing steps.

In an interview after the study, we asked the clinicians about
their preferred tool. Three clinicians preferred algorithm 1
(including the most experienced user), while only one (the inex-
perienced user) preferred algorithm 2. One clinician did not pre-
fer one algorithm over the other. Particularly for algorithm 2, it
was criticized that the results become worse with an increasing
number of editing steps, which is also visible in terms of the 5%
quantiles and the outliers in our quantitative analysis (cp. Fig. 9).

4.2 Simulation-Based Evaluation

We have applied our simulation-based evaluation method® on
the 110 cases for which a reference segmentation was available.
For each algorithm, the reference segmentation generated using
the same algorithm was used. A maximum of 10 steps was per-
formed on each case. With 10 steps, the simulation of one case
currently takes ~2.5 min on average on an Intel Core i17-2620M
(2.7 GHz) with 8 GB RAM running Windows 7 64-bit.

The quality of the intermediate segmentation results are
shown in Fig. 11. Using the simulation, algorithm 2 again
shows slightly better results compared to algorithm 1 with
respect to Mgy 5. (76.3 versus 75.9, see Fig. 11). However, sim-
ilar to the results of the user study (cp. Fig. 9), algorithm 2 also
shows worse results with respect to the 5% quantile and outliers
with lower MICCALI scores. The segmentation quality achieved
by the simulation is currently not as good as the results by real
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Fig. 11 Quality of intermediate segmentation results using the simu-
lation-based evaluation.

users, though (cp. Fig. 9). The quality grows more slowly, result-
ing in a smaller value for m.g s, and there are several cases
where the editing is inefficient as indicated by the low 5% quan-
tiles and the outliers. Overall, the simulation-based results cor-
relate neither to the qualitative ratings nor to the derived editing
quality score from the user study (see Fig. 12).

Next, we evaluated the average computation time per step,
which was much lower for algorithm 2 (see Fig. 13).
Although both editing algorithms consider all previous user
inputs in order to perform a specific editing step, the computa-
tion time roughly stays the same with an increasing number of
steps. The analysis of the computation time also revealed an
issue of algorithm 2, where, in one case, a single correction
in step 8 took 44 s.

Looking at specific cases, the simulation-based evaluation
has also shown to be very useful for detecting issues of the edit-
ing algorithms and for regression testing. In the example shown
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Fig. 13 Average computation time in each step during the simulation-
based evaluation. The error bars indicate the minimum and maximum
computation times in each step.

in Fig. 14(a), a bug in algorithm 2 could be detected. After fixing
this issue, the simulation-based evaluation was successfully
used both to verify the fix and to prove that it did not affect
other editing results. Figure 14(b) shows results of the simula-
tion-based evaluation in the context of parameter tuning of algo-
rithm 2 on a representative subset of 16 cases. Without going
into details about the actual parameters, it can be seen that, over-
all, parametrization 2 works best, while the median quality
increases more slowly with parametrization 1 (m.q; s, =~ 70.6
VETsuS Megig 5, ~ 76.1). Parametrization 3 shows a slightly better
increase of the median quality up to step 4, resulting in a better
value of megs (78.4), but it also shows much lower 5%

Regression test example (n=1)
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quantiles and outliers with much lower MICCAI scores com-
pared to parametrization 2.

5 Discussion

Segmentation editing is an indispensable step in the segmenta-
tion process. In clinical routine, an efficient editing tool is not
optional, but a mandatory feature as stated by Heimann and
Meinzer,”! for instance. The lack of such a tool might even
limit the acceptance of segmentation-based quantification meth-
ods, like measuring the volume of a tumor in the context of
chemotherapy follow-up assessment. Even though some algo-
rithms for segmentation editing have been proposed in the
last years, their evaluation has been of subordinate significance
and established methods for an objective and comprehensive
evaluation of such tools are missing so far. This makes it diffi-
cult to assess the suitability of editing tools for clinical routine
and to compare different algorithms in order to find the best tool
for a specific application. The methods proposed in this paper
aim at filling this gap by (1) the definition of an application-ori-
ented rating scheme and an associated score in order to measure
the subjective accuracy and efficiency according to the user’s
expectations in a specific use-case (in our case, volumetric
tumor size assessment); (2) the definition of an objective quality
measure that considers the intermediate segmentation results in
order to quantify both the accuracy and efficiency of an editing
algorithm in a single comparable measure; and (3) providing a
tool that allows an objective and reproducible evaluation and
comparison of editing algorithms, particularly in the development
context for regression testing and algorithm improvements.

Parameter tuning example (n=16)
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Fig. 14 Simulation-based evaluation example in the context of detecting issues and regression testing
(a) as well as parameter tuning (b). Note the decrease in quality in steps 15 and 19 before the bugfix in
(a). Also note that the simulation successfully verifies that all results up to step 14 are not affected by the

bugfix.
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Correlation of rating with number of steps (n=110)
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5.1 Qualitative and Quantitative Evaluation

Well-designed user studies in combination with qualitative rat-
ings have been shown to be important for the evaluation of seg-
mentation editing tools. Based on the results of those user
studies, editing tools can be evaluated quantitatively with
respect to the segmentation quality and their dynamic properties,
such as the number of editing steps and the computation time of
each step.

The proposed editing rating score r.q;; and the editing quality
SCOTe Megir s, Summarize the qualitative and the quantitative
results, respectively, which allows an objective comparison of
different algorithms. Even though the editing quality score cor-
relates with the qualitative rating (cp. Fig. 8), it cannot fully
replace a subjective, qualitative assessment in the context of seg-
mentation editing. As already discussed in Sec. 3 and as shown
in the examples in Fig. 5, the user experience and, thus, the sub-
jective quality of a segmentation editing algorithm typically suf-
fer from bad intermediate results. As a consequence, participants
of the study gave worse ratings if the algorithm showed issues
(i.e., if an editing step failed or gave an unexpected result) or if
the editing took more effort (i.e., steps) than expected as shown
in Fig. 15. Both aspects are only indirectly measured by
Megit s, » SO its value does not always correspond to the rating
in such cases. Bad or unexpected results can be identified by a
decrease in the segmentation quality in a specific step and by
checking for undo operations. However, not every user performs
an undo after an unexpected or bad result. Outliers in the quality
plot over time as shown in Fig. 9 could indicate problem cases as
well. Besides the various quantiles of the results, outliers can

(a) (b)

also serve as an evidence for the robustness of an editing algo-
rithm to complex segmentation tasks or varying, potentially
unexpected, user inputs, for example.

The acceptable effort depends on the specific segmentation
task. For example, a higher effort is acceptable for complex
objects with low contrast where the initial segmentation shows
many errors. In contrast, only a few editing steps are accepted if
the segmentation problem looks rather easy, which is difficult to
include in a quantitative measure. It is, therefore, important to
analyze the progression of the quality over time for each case in
order to detect issues of the editing algorithm.

The results of our user study support the feedback from our
clinical partners that five editing steps are a good compromise
for clinical practice in the context of volumetric tumor size
assessment. After five steps, the average segmentation quality
was within the expected variability between different readers.
The median number of editing steps was seven and there was a
significant number of cases with more than 10 editing steps,
though. One reason for this could be that, during the user study,
the participants were willing to do more steps than in clinical
routine in order to explore the limits of the editing algorithms.
In addition, the data set used in the study is not necessarily rep-
resentative for the majority of cases occurring in routine, as it
only contained bad or unacceptable segmentations that needed a
significant amount of correction. This, however, only applies to
8 to 19% of tumor segmentations.>

5.2 Simulation-Based Evaluation

Simulating the user in order to provide an automated evaluation
has proven to be a useful additional tool for objectively compar-
ing different segmentation editing algorithms or different ver-
sions of the same algorithm. The segmentation results of our
simulation-based evaluation are currently not as good as the
results generated by human experts, though. This is mainly
caused by four facts.

1. The simulation is designed to correct one unique error
at once, i.e., one 3-D connected component, while a
real user is allowed to correct several errors in one
step, e.g., by adding and removing something in
one step or by replacing as shown in Fig. 16.

2. The generation of the sketch-based user input might be
shifted by up to one voxel layer due to their compu-
tation in image-space as can be seen in Figs. 4(c)
and 4(d).

(©) (d)

Fig. 16 Possible sketch-based corrections (blue/dark gray): (a) add, (b) remove, (c) add + remove or

(d) replace.
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Fig. 17 Simulation issues (yellow/light gray: intermediate segmentation, blue/dark gray: reference seg-
mentation, white: generated user input). (a) and (b) Wrong part of the segmentation is kept after a remove
operation, which the simulation is currently not able to detect. (c) Invalid user input interpreted as replace
by the editing. (d) Invalid user input that is ignored because the view in which the editing has been per-
formed is ambiguous for a straight line.

3. The automation is not able to detect errors of the edit-
ing tool. For example, if the wrong part of the segmen-
tation is kept after removing something from the
segmentation as shown in Figs. 17(a) and 17(b), a
real user would undo this step and try it differently.
The simulation, however, tries to correct such results
in the following by a sequence of sketches.

4. The simulation sometimes generates invalid user
inputs [see Figs. 17(c) and 17(d)].

Consequently, the simulation-based results show no correla-
tion to the results of the user study (cp. Fig. 12). Therefore, our
simulation approach does not render user studies unnecessary,
but it gives additional valuable information, particularly in sit-
uations where new user studies are not possible. An automated
evaluation approach also allows a flexible adaptation, e.g., if
additional aspects should be considered that can only be mea-
sured at runtime, like the computation time of an editing step.

The most important contribution of a simulation-based evalu-
ation is, however, the objective assessment of the influence of
algorithmic changes and parameter optimizations. In both sce-
narios, the data from previous user studies quickly become sub-
optimal or invalid and new user inputs become necessary as
described in Sec. 3.3.2. During development, comprehensive
and reproducible regression testing is a very important tool.
In this context, a simulation-based evaluation can provide cru-
cial support by not only verifying that a bugfix solves the spe-
cific issue, but also proving that it did not have any unwanted
side effects as shown in Fig. 14(a). This would not be possible
with a new evaluation by a human user. The same applies to
improvements of an editing algorithm, where a simulation-
based approach can objectively and reproducibly show the in-
fluence of each adaptation on the segmentation results [cp.
Fig. 14(b)]. Doing this frequently and reliably in studies with
real users on an adequate number of cases would not be pos-
sible, due to the high effort and bad reproducibility. There-
fore, our new approach can help to develop better editing tools
and make the overall segmentation process more convenient in
practice.

5.3 Editing Algorithms

Comparing the two editing algorithms* based on the evaluation
methods proposed in this work shows that, overall, algorithm 1
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(the image-based variant) is better suited for this specific seg-
mentation task. Both algorithms allow the user to efficiently
and accurately correct insufficient segmentation results with
only a low influence of the level of experience, which is evi-
dence of the intuitivity of the editing tools. However, the seg-
mentation results were not always rated as sufficient. As
discussed in Ref. 25, this is caused by the applied heuristics,
which sometimes fail and give unexpected results, as well as
cases where the assumptions of the editing algorithms are
not met.

5.4 Generalizability and Comparability

Most of the proposed methods can be applied to other dedicated
segmentation editing algorithms and tasks. The rating scheme
proposed in Table 1, however, has been specifically designed
for tumor segmentation in the context of volumetric tumor
size assessment and would need to be adapted.

Using the proposed measures, the comparability of editing
algorithms is limited by several aspects. The editing quality
score Mg s, depends on the maximum number of acceptable
editing steps Spax, Which is application-specific. Sy, might also
be influenced by the editing algorithm itself. If the computation
time of intermediate segmentation results is higher, fewer edit-
ing steps might be accepted by its user, for example. In addition,
the shape and the size of the specific object of interest
determines the absolute value of the quality measure of each
intermediate result and, hence, meg; s, - The intermediate seg-
mentation results depend on the inputs by the specific user,
whose intentions and expectations influence the qualitative rat-
ing and, therefore, the editing rating score r.g;, as well.

A segmentation editing challenge, where different tools are
applied to the same problems by the same users, could help to
overcome these limitations. In such a scenario, the evaluation
methods proposed in this paper could help to objectively com-
pare the results of different editing algorithms. However, it also
needs to be noted that, even though one editing step represents
one user interaction, the comparability of algorithms with differ-
ent interaction paradigms might be limited.

6 Conclusion

The objective evaluation of segmentation editing tools is a com-
plex task. We have discussed aspects to be considered in the
evaluation of such tools and we have presented guidelines
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and methodologies for the qualitative and quantitative evalu-
ation of segmentation editing algorithms.

Due to the dynamic nature of editing tools and because their
quality depends on the user’s expectation and subjective impres-
sion, user studies are the most important instrument for the
evaluation and comparison of editing algorithms. In order to
objectively summarize qualitative and quantitative results, we
have proposed two measures: the editing rating score r.g;.,
which summarizes the subjective quality based on a rating
scheme, and the editing quality score m.g; s, , which captures
the objectively measurable quality of intermediate segmentation
results. This is complemented by a reproducible evaluation
without the need for a user, where plausible interactions are
simulated, for which we have shown to provide a useful tool.

As areal-life application of the proposed evaluation methods,
we have compared two editing algorithms in the context of volu-
metric tumor size assessment for chemotherapy response mon-
itoring. Our results show the correlation of mg s, = with the
qualitative ratings as well as the complementary benefits of
qualitative, quantitative, and simulation-based evaluations,
allowing an objective and comprehensive assessment of the
quality of segmentation editing tools. Although our discussions
focus on tumor segmentation in CT, the presented guidelines
and measures can be applied to other segmentation editing
tools as well.

7 Future Work

Future work could focus on the evaluation of the repeatability,
which was out of our scope so far. For example, our simulation-
based evaluation approach could be extended by the simulation
of the inaccuracy and variability of user interactions, which
would allow drawing conclusions on the robustness of the edit-
ing algorithm to varying inputs. This could serve as a measure
for reproducibility. In addition, the simulation-based evaluation
needs to be improved so that it better correlates with real users. It
could also be investigated whether the editing quality score fur-
ther benefits from additional measures, such as the number of
editing steps, the number of undo operations, or the computation
time per step, for example.

So far, all evaluations have been performed using a computer
mouse. However, we suppose the human—computer interface to
be an important factor for the performance of a segmentation
editing algorithm. For example, we expect more accurate results
and a higher efficiency for direct human—computer interfaces
like digitizers. Evaluations in this direction would be of high
value for the development of efficient editing tools for clinical
routine.
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