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Abstract

The generalized hybrid orbital (GHO) method has previously been formulated for combining 

molecular mechanics with various levels of quantum mechanics, in particular semiempirical 

neglect of diatomic differential overlap theory, ab initio Hartree–Fock theory, and self-consistent 

charge density functional tight-binding theory. To include electron-correlation effects accurately 

and efficiently in GHO calculations, we extend the GHO method to density functional theory in 

the generalized-gradient approximation and hybrid density functional theory (denoted by GHO-

DFT and GHO-HDFT, respectively) using Gaussian-type orbitals as basis functions. In the 

proposed GHO-(H)DFT formalism, charge densities in auxiliary hybrid orbitals are included to 

calculate the total electron density. The orthonormality constraints involving the auxiliary Kohn–

Sham orbitals are satisfied by carrying out the hybridization in terms of a set of Löwdin 

symmetrically orthogonalized atomic basis functions. Analytical gradients are formulated for 

GHO-(H)DFT by incorporating additional forces associated with GHO basis transformations. 

Scaling parameters are introduced for some of the one-electron integrals and are optimized to 

obtain the correct charges and geometry near the QM/MM boundary region. The GHO-(H)DFT 

method based on the generalized gradient approach (GGA) (BLYP and mPWPW91) and HDFT 

methods (B3 LYP, mPW1PW91, and MPW1K) is tested—for geometries and atomic charges—

against a set of small molecules. The following quantities are tested: 1) the C–C stretch potential 

in ethane, 2) the torsional barrier for internal rotation around the central C–C bond in n-butane, 3) 

proton affinities for a set of alcohols, amines, thiols, and acids, 4) the conformational energies of 

alanine dipeptide, and 5) the barrier height of the hydrogenatom transfer between n-C4H10 and n-

C4H9, where the reaction center is described at the MPW1K/6–31G(d) level of theory.

Keywords

density functional calculations; molecular mechanics; molecular modeling; quantum mechanics; 
theoretical chemistry

1. Introduction

Combined quantum mechanical and molecular mechanical (QM/MM) methods have 

developed over the last decade into a standard tool in the repertoire of approaches available 
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to study chemical reactivity in large systems. Many QM/MM formalisms have been 

proposed, primarily differing in their treatment of the QM/MM boundary.[1–36] A 

particularly appealing approach is the generalized hybrid-orbital (GHO) method,[31–35] 

which is similar to an earlier method based on strictly localized bond orbitals[5, 7, 24] and a 

later method based on frozen orbitals.[13, 20] The GHO method was initially[31–33] proposed 

for semiempirical calculations based on neglect of diatomic differential overlap (NDDO), 

and we have recently extended[34] it to the ab initio Hartree–Fock (GHO-AIHF) level. In the 

GHO-AIHF extension, we have shown how the GHO algorithm may be implemented 

without the NDDO approximation; this required explicit orthogonalization of the auxiliary 

GHO orbitals. A limitation of the GHO-AIHF theory is that it does not include electron-

correlation effects in the QM part of the system. We also developed the GHO method to 

combine self-consistent charge density functional tight-binding (SCC-DFTB) theory with 

molecular mechanics (GHO-SCC-DFTB/MM).[35] Although the GHO-SCC-DFTB/MM 

method is very appealing in terms of its computational efficiency, electron correlation is 

approximated in a semiempirical fashion by fitting against density functional theory results. 

Furthermore overlap is included in SCC-DFTB. To provide more reliable results, it is 

desirable to employ GHO with a more accurate treatment of electron correlation. Among 

various possible QM choices for QM/MM calculations, the use of density functional 

theory[37] in the generalized gradient approximation[38] (denoted as GGA or simply as DFT) 

or hybrid density functional theory[38] (HDFT) for the QM part of the system has been 

shown to be particularly powerful and promising.[1, 14, 17, 18, 20, 22, 38–52] The aim herein is 

to use the GHO approach to provide a smooth connection between an MM subsystem and a 

QM subsystem that is described by (H)DFT.

QM/MM methods are useful for a wide variety of large- and multiscale applications, and 

they have been especially useful for molecular dynamics simulations of solvent 

effects,[21, 28, 53, 54] enzyme reactions,[19, 55–61] and solid-state catalysts.[15, 22, 61, 62]

This Article is arranged as follows: In Section 2, we give a brief review of theory and 

formulate the GHO-(H)DFT/MM method. Section 3 describes the software in which the 

GHO-(H)DFT/MM method is implemented. Validations of the proposed method and related 

discussion are presented in Section 4. Section 5 contains concluding remarks.

2. Theory

Our presentation of the GHO-(H)DFT method is organized in the following way: First, in 

Section 2.1, we sketch some general aspects of (H)DFT and introduce the particular density 

functionals used herein. Then, the modifications of the GHO method that are required for 

combining (H)DFT with molecular mechanics are described in Section 2.2. The GHO-

(H)DFT analytical gradient expressions are derived in Section 2.3. In addition, we present a 

special self-consistent-field (SCF) convergence-acceleration procedure that is particularly 

useful for GHO-type wavefunctions in Section 2.4. Finally, Section 2.5 gives a prescription 

for parameterization of the method.
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2.1. DFT and HDFT

Density functional theory[37, 63–69] has provided a powerful tool for calculating the structure 

and energetics of chemical systems. Density functional theory includes electron-correlation 

effects in a convenient way, and the method would be exact if the exact exchange-

correlation functionals were known.[63]

Hybrid density functional theory (HDFT),[38, 70–76] also called the adiabatic connection 

method, replaces a certain fraction of the DFT exchange with the Hartree–Fock (HF) 

exchange. The mixing of HF exchange and DFT exchange is equivalent to integrating over a 

coupling parameter, which describes the extent of electron correlation in the system.[70] If 

one uses a two-point quadrature, the integration can be approximated by an average of two 

extreme cases, that is, 100% HF exchange without any correlation, and 100% DFT exchange 

correlation; the latter is called the generalized gradient approximation (GGA). It is well-

known that GGA methods tend to underestimate reaction-barrier heights and overestimate 

binding energies.[73] Increasing the percentage of HF exchange provides a more realistic 

description of barrier heights.[73] Generally, the HDFT exchange (X) correlation (C) energy 

is written as [Eq. (1)]:

(1)

where x is the percentage of HF exchange (for GGA DFT, x = 0). In particular, for the three-

parameter hybrid density functional B3LYP,[70, 71] the exchange-correlation energy is 

expressed as [Eq. (2)]:

(2)

where A, B, and C are empirical parameters. Although the VWN5[64] local correlation 

functional was used in the original three-parameter HDFT paper,[70] the popular electronic 

structure packages, such as Gaussian, implemented B3LYP with the VWN3[64] correlation 

functional.[71] To make our results comparable to most studies in the literature, we use the 

VWN3 correlation functional throughout our calculations. The other three DFT methods we 

are testing herein are based on the modified Perdew–Wang exchange[72] (mPW) and the 

Perdew–Wang correlation functional[67, 68] (PW91). Without including HF exchange, the 

GGA method combining mPW exchange and PW91 correlation is called mPWPW91.[72] 

The corresponding HDFT method with 20% HF exchange is called mPW1PW91.[72] Based 

on mPW1PW91, a method called MPW1K[73] has been developed for kinetics, in which the 

percentage of HF exchange was optimized to 42.8% to give accurate barrier heights for a set 

of hydrogen-transfer reactions in the gas phase.

2.2. GHO-(H)DFT/MM

Although the GHO-(H)DFT algorithm is similar in many aspects to what has been 

developed for GHO-AIHF, there are still a number of significant changes that need to be 

made to accommodate the GHO approach to (H)DFT. Therefore, we present the proposed 

GHO-(H)DFT method in a self-contained way. We will make the presentation for a 
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QM/MM boundary that cuts only one bond, although the extension to more than one bond is 

straightforward.[34, 35]

The bond cut by the QM/MM division is a covalent C–C bond between an sp3 carbon on the 

MM side and another carbon without restriction of its hybridization state on the QM side. 

The carbon on the MM side is called the GHO boundary atom and is denoted by the symbol 

B. The other carbon atom present in this QM/MM boundary bond is called the QM frontier 

atom and is denoted by the symbol A to distinguish it from other QM atoms that are not 

directly bonded to the GHO boundary atom B. The schematic QM/MM partition is shown in 

Figure 1, where the three MM atoms directly bonded to the GHO boundary atom B are 

labeled as X, Y, and Z, respectively. As we can see in Figure 1, the GHO boundary atom is 

placed at the connection point of the QM region and the MM region. The QM subsystem 

contains the GHO boundary atom B, the QM frontier atom A, and other fragments that are 

bonded to A, plus, optionally, some nonbonded solvent molecules. QM atoms other than B 

are called fully QM atoms since their electronic structure is treated fully by quantum 

mechanics. As a consequence, the MM subsystem consists of the remaining molecular 

fragments connected to the GHO boundary atom B on the other side of the A–B bond plus 

any solvent not included in the QM subsystem.

Following the GHO algorithm we developed for combining ab initio HF wavefunctions with 

molecular mechanics (GHO-AIHF/MM),[34] we use a minimal set of valence basis 

functions, denoted by STO-3Gv, to represent the GHO boundary carbon atom (the STO-3Gv 

basis is the valence subset of the standard[77, 78] STO-3G basis set). Based on these valence 

s and p atomic basis functions {s, px, py, pz}, a set of orthonormal hybrid basis functions 

{ηB, ηx, ηy, ηz} can be constructed via a 4 × 4 basis transformation matrix Tb [Eq. (3)] 

associated with a generalized hybridization procedure, which has been defined 

elsewhere:[32]

(3)

As a consequence of this hybridization, one of the resulting hybrid basis functions will 

approximately point towards the QM frontier atom A. This hybrid basis function therefore 

has a significant overlap with the orbitals on A to form the QM/MM boundary bond, and is 

called the active hybrid orbital, ηB. The other three hybrid orbitals {ηx, ηy, ηz} are called 

auxiliary hybrid orbitals and are orthogonal to ηB, as well as to each other:

(4)

For the fully QM atoms, we retain the flexibility of using various basis sets. If there are N 

basis functions, denoted by χu (u = 1, 2,…, N), on fully QM atoms, then the entire QM 

subsystem will be described by N + 4 basis functions. If we treat all these basis functions on 
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an equal footing, the transformation from the atomic orbital (AO) basis to the hybrid (H) 

basis can be written as an (N + 4) × (N + 4) transformation matrix T [Eq. (5)]:

(5)

where IN is an N × N unit matrix, since the AO basis functions on fully QM atoms are not 

subjected to the hybridization.

In the Kohn–Sham formulation of DFT, as well as the HDFT generalizations, the total 

electron density ρ to evaluate the exchange-correlation energy is self-consistently 

represented by a set of one-electron orbitals called Kohn–Sham orbitals (KSOs)[37] and is 

determined by self-consistent-field (SCF) equations. The KSOs in GHO-(H)DFT fall into 

two categories: the active ones and the auxiliary ones. The active KSOs φi (i = 1, 2,…, N + 

1) are expanded over an (N + 1)-dimensional active space consisting of the basis functions 

χu (u = 1, 2,…, N) on fully QM atoms plus the active hybrid basis function ηB [Eq. (6)]:

(6)

where we use χa (a = 1, 2,…, N + 1) to represent active basis functions and therefore χN + 1 = 

ηB. These N + 1 active KSOs (including both occupied and virtual ones) are determined by 

the SCF equations. The remaining three KSOs are called auxiliary KSOs since each of them 

is simply composed of an individual auxiliary hybrid basis function; these orbitals are frozen 

during the SCF process [Eq. (7)]:

(7)

Each frozen auxiliary KSO is provided with a frozen electron density to mimic the effective 

charge distribution in bonds formed by atom B and one of its MM neighbors X, Y, or Z. It is 

worthwhile to point out that these auxiliary densities in the auxiliary KSOs have to be 

consistently incorporated into the total GHO-(H)DFT electron density, ρ [Eq. (8)]:

(8)

where nocc is the electron occupation number for each Kohn–Sham orbital, and for a closed-

shell QM subsystem [Eq. (9)]:
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(9)

where qB denotes the MM point charge on B. This occupation corresponds to an even 

partition of the MM point charge of B over its three auxiliary orbitals. In the present Article, 

the CHARMM22 force field is used,[79] and two particular cases are involved in the test 

molecules, namely where B is a methyl carbon and where it is a methylene carbon, in which 

cases qB equals −0.27 or −0.18 atomic charge units, respectively, corresponding to 

occupation numbers of 1.09 and 1.06, respectively. Furthermore, when gradient-corrected 

functionals[65–76] are used, the gradient contributions due to GHO auxiliary densities should 

also be included in the density gradient.

In the rest of Section 2.2, as is common in the field, we will use DFT to denote both the 

GGA and HDFT. The QM/MM total energy is expressed as the sum of the DFT energy, the 

MM energy, and the DFT/MM interaction energy [Eq. (10)]:

(10)

Here EMM denotes the energy for the MM subsystem, and EDFT represents the DFT energy 

for the QM subsystem. In DFT based on the Kohn–Sham approach, the DFT energy is 

evaluated as [Eq. (11)]:

(11)

where the argument of EXC includes not only the density but also the orbitals because, in 

this Section, we include the possibility that some Hartree–Fock exchange is mixed into the 

density functional, as in Equations (1) and (2). In Equation (10), EDFT/MM is the DFT/MM 

interaction energy and is a sum of the electrostatic interactions and the van der Waals 

interactions, where the former takes the polarization effect of the MM point charges on the 

QM subsystem into account and the latter includes the van der Waals interactions between 

QM and MM atoms [Eq. (12)]:

(12)

where qM denotes the MM point charge on an MM atom M; Zα is the nuclear charge of a 

QM atom α; and VαM represents the van der Waals energy between α and M. Note that, as 

discussed in detail in previous articles,[31–35] the QM and MM subsystems also interact 

through stretching, bending, and torsion potentials, but the convention used in GHO is to 

consider that these are part of EMM, even when they involve QM atoms.

The SCF equations are solved, as usual, for a set of orthonormal orbitals. These orbitals, the 

KSOs, are eigenfunctions of the Fock–Kohn–Sham operator that contains the electronic 
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kinetic energy and the SCF field of the nuclei and other electrons. Since only the active basis 

functions are used to expand the one-electron orbitals in the SCF equations, the 

orthonormality condition of the self-consistent orbitals is only satisfied for active Kohn–

Sham orbitals. For the auxiliary hybrid orbitals that are frozen, special orthogonalization 

procedures need to be carried out to ensure the global orthonormality constraint for the 

orbitals that contribute to Equation (8). For this purpose, four orthogonalization schemes 

have been proposed and tested.[34] In the GHO-DFT method developed here, we adopt the 

global Löwdin orthogonalization (GLO) scheme.[34] In the GLO scheme, instead of directly 

mixing the s and p atomic valence basis to form the hybrid basis functions, one constructs 

the hybrid basis functions based on a set of pre-orthogonalized atomic orbital (OAOs) basis 

functions. In particular, we use the Löwdin[80] symmetric orthogonalization procedure to 

obtain OAOs. Because both the active one-electron QM orbitals and the auxiliary orbitals 

are now expanded in a single orthonormal set, the mutual orthogonality of these one-

electron functions is satisfied. One of the distinguishing features of the Löwdin OAOs is that 

they maximally resemble the original AOs. Consequently, the resulting orthogonalized 

hybrid basis functions also maximally resemble the ones formed by a direct hybridization of 

the original AOs and, therefore, their physical characters are maximally retained after the 

orthogonalization.

In practice, one can combine the orthogonalization and hybridization into a total 

transformation matrix T that converts the non-orthogonalized atomic basis into the 

orthogonalized hybrid (OH) basis [Eqs. (13) and (14)]:

(13)

(14)

where the AO and OAO basis functions are related by the Löwdin orthogonalization (LO) 

transformation matrix TLO, and  is the (N + 4)-dimensional overlap matrix expressed in 

the AO basis. Detailed descriptions of the orthogonalization procedure were presented 

previously.[34]

In the GHO-DFT implementation, the active KSOs are expanded over a reduced 

dimensional active space that consists of N + 1 active basis functions. The auxiliary hybrid 

KSOs are kept frozen, but they do contribute to the SCF field for the active KSOs. To 

accomplish this, we modified the SCF procedure in the following way:

1. Start with an initial guess of the total density matrix in the AO basis: .

2. Form the total Fock–Kohn–Sham matrix in the AO basis: .

3. Transform the Fock–Kohn–Sham matrix from the AO basis to the orthogonalized 

hybrid (OH) basis [see Eq. (15)] by applying the total transformation matrix T, as 

defined in Equation (14):
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(15)

4. Discard the columns and rows corresponding to auxiliary orbitals to form an active 

Fock matrix with reduced dimensionality  [Eq. (16)]:

(16)

5. Solve the Kohn–Sham equation in the (N + 1)-dimensional active space to obtain a 

new set of active KSOs by diagonalizing the active Fock–Kohn–Sham matrix in the 

OH basis [Eq. (17)]:

(17)

6. Form the active density matrix in the OH basis: 

7. Expand the active density matrix, by appending the diagonal auxiliary density Pbb, 

to form the total density matrix in the OH basis: .

8. Transform the density matrix from the OH basis to the AO basis [Eq. (18)]:

(18)

9. Compute the total energy and test for SCF convergence. If not yet converged, go 

back to step 2.

2.3. GHO-(H)DFT Gradients

To compute the GHO-(H)DFT gradients analytically, a correction term due to the 

hybridization basis transformation must be incorporated. The final expression of the GHO-

(H)DFT gradient is similar to those derived[34] for GHO-AIHF [Eq. (19)]:

(19)

where P and W represent the conventional density matrix and energy-weighted density 

matrix, respectively. The gradient due to the basis transformation on the density matrix and 

energy-weighted density matrix can be further expanded as [Eqs. (20) and (21)]:

(20)

(21)
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where T is the total transformation matrix [Eq. (14)] carrying out the transformation from 

the AO basis to the orthogonalized hybrid (OH) basis. The detailed descriptions of the 

derivatives of the total transformation matrix T have been reported in a previous paper.[34]

2.4. DIIS for GHO-DFT SCF Convergence

It is well known that DFT converges slower than HF in the SCF procedure. We observed a 

similar trend for GHO-(H)DFT calculations compared to the GHO-AIHF variant. The use of 

SCF accelerators, such as damping, level shift, and extrapolation, are straightforward, since 

one can simply apply these techniques for GHO-type wavefunctions in the AO basis. 

Therefore, no modifications are required for these SCF convergers. However, for many 

cases, the usefulness of these simple techniques is limited, and one has to use more 

sophisticate SCF accelerators. The direct inversion of the iterative subspace (DIIS) 

procedure proposed by Pulay[81, 82] has been shown to be a very powerful way to improve 

SCF convergence at both the early and late stages of SCF iteration. The DIIS algorithm 

takes advantage of the fact that the density matrix commutes with the Fock matrix for a 

converged wavefunction. We note that this identity also holds for the GHO-type 

wavefunctions, but only for the subspace expanded by the N + 1 active orbitals. In the 

following, to explain our implementation, we use the closed-shell restricted Hartree–Fock 

(RHF) case as an example. For each SCF iteration, we form an error matrix by [Eq. (22)]:

(22)

where F, D, and S denote the Fock matrix, the density matrix, and the overlap matrix, 

respectively, represented in the (N + 1)-dimensional orthogonalized hybrid (OH) basis. For a 

converged GHO-type wavefunction, this error matrix [rather than the error matrix 

constructed in the (N + 4)-dimensional AO basis] should consist of zeros. The error matrices 

 are used for calculating a set of linear coefficients[81] to extrapolate the Fock–Kohn–

Sham matrix [Eq. (23)]:

(23)

where cj represents the weight of the Fock matrix of the jth SCF iteration in the 

extrapolation;  denotes the (N + 1)-dimensional Fock matrix in the OH basis obtained 

at the jth SCF iteration; and  is the extrapolated Fock matrix for the current iteration 

(the kth iteration). Although in Equation (23) the extrapolation is expressed in terms of the 

(N + 1)-dimensional Fock matrix in the OH basis, it is equivalent to extrapolating the (N + 

4)-dimensional total Fock matrix in either the OH basis or the AO basis. Since the latter is 

more convenient for programming, we employ the extrapolation of the Fock matrix in the 

AO basis in our implementation [Eq. (24)]:

(24)
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The performance of this DIIS accelerator is very satisfactory, and it provides significant 

efficiency improvement of the GHO-(H)DFT and GHO-AIHF methods in QM/MM 

calculations; for example, without the GHO-DIIS converger, SCF iterations in GHO-

(H)DFT usually require more than 50 iterations for small organic systems such as ethane; 

with the aid of the GHO-DIIS converger, the SCF for these cases requires only about 12 

iterations to converge.

2.5. Parameterization

Herein, the QM subsystem is described by the 6–31G(d)[78] valence double-zeta basis set. 

Without any parameters, the GHO-DFT method generally overestimated the A–B bond 

distances. This overestimation may be related to the frozen character of the GHO auxiliary 

orbitals during the optimization of the SCF-optimized wavefunctions, to the use of a 

minimal valence basis set on the GHO boundary atom, and/or to the unbalanced interaction 

across the QM/MM boundary. Furthermore, it is possible that the QM/MM geometry does 

not agree precisely with the QM geometry simply because of the disagreement between the 

MM and QM models, rather than because of the way in which the QM fragment is joined to 

the MM fragment. Although there are a variety of possible sources of these errors, we apply 

a simple scheme to adjust the interaction at the QM/MM boundary to obtain better 

agreement with the fully QM results. In particular, we apply a set of one-electron integral-

scaling factors. These scaling parameters are applied only near the QM/MM boundary to 

minimize perturbation in the QM subsystem. In the AIHF parameterization[34] we also 

changed one of the MM terms near the boundary, but here we take a simpler approach of 

only adjusting one-electron integral-scaling factors.

The scaling is applied only to integrals involving the valence basis functions on the GHO 

boundary atom or the QM frontier atom (or both). Our experience[34] shows that scaling the 

kinetic energy integrals is more stable than scaling the potential energy part. We scale the 

integrals involving different combinations of s and p functions, separately, to add more 

flexibility. This is helpful because the bond angles may be more sensitive to p functions than 

to s functions. The final set of integral-scaling parameters consists of seven scaling factors 

that are optimized against a fitness function combining geometric features and charges. In 

particular, we use the same fitness function that we used for parameterizing GHO-AIHF/

MIDI in our previous study.[34] Our present experience showed that the optimized 

parameters are largely determined by the basis set rather than by the specific exchange-

correlation functionals. Therefore, in the present work, we optimized the scaling factors for 

GHO-B3LYP/6–31G(d) and applied this set of scaling parameters to other DFT and HDFT 

functionals as well. These optimized integral-scaling parameters are given in Table 1. The 

results discussed in Section 4 show that the transferability of this set of scaling parameters 

from one functional to another is quite satisfactory. We note that different scaling 

parameters will be required for different basis sets.

3. Software

The GHO-(H)DFT/MM method for combined QM/MM calculations has been implemented 

in a modified version of GAMESSPLUS,[83, 84] where the molecular mechanics force field 

is provided by CHARMM.[85] The installation of the CHARMM/GAMESSPLUS 
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combination as an integrated package[14] is supported by a separate utility package 

CGPLUS.[86] GAMESSPLUS also contains an implementation for GHO-AIHF. The DIIS 

SCF convergence accelerator is available in GAMESSPLUS for GHO-type wavefunctions 

at both the AIHF and (H)DFT levels.

4. Tests and Discussion

4.1. Geometry

The bond distance of the bond cut by the QM/MM boundary has been widely used as an 

indication of the performance of the QM/MM boundary treatment. The two-center integrals 

involving orbitals on A and B have a large influence on the predicted A–B bond 

characteristics and are scaled to make up for deficiencies in the raw GHO approximation. In 

Table 2, we show the A–B bond distances calculated by GHO-B3LYP/MM for a variety of 

molecules and ions with different QM functional groups near the boundary and compare 

them with the fully QM results. Without scaling, the median error in bond lengths is 0.14 Å, 

but with scaling this is reduced to 0.009 Å. Furthermore, the two largest errors are reduced 

from 0.21 and 0.18 Å to 0.06 and 0.04 Å, respectively.

The mean unsigned errors (MUEs) of the GHO-B3LYP bond lengths and bond angles near 

the QM/MM boundary are given in Table 3 for both the unparameterized and parameterized 

methods. As shown in Table 3, in the method with scaling the MUE of the boundary A–B 

bond is reduced from 0.156 Å in the unparameterized scheme to 0.019 Å in the 

parameterized one. We note that scaling does not significantly alter the equilibrium bond 

lengths of bonds other than A–B near the boundary; for example, bonds of the QM frontier 

atom with its QM neighbors (Q–A) and bonds of the GHO boundary atom with its MM 

neighbors (B–M) retain small errors of about 0.01 Å. This is encouraging, since the integral-

scaling factors we applied only involved the one- and two-center kinetic energy integral of 

the basis functions on A and B; therefore, the significantly affected interactions are expected 

to be those near the QM/MM boundary bond. The parameterized method also gives 

reasonably good bond angles over the whole test set; the MUEs for the Q–A–B and A–B–M 

angles are 2.8 and 2.2 °, respectively.

In Tables 2 and 3, we have shown the usefulness of scaled integrals to improve the 

geometric description of the QM/MM boundary region. As mentioned above, we found that 

the optimal values of these scaling factors are largely basis-set-dependent but are not 

strongly dependent on the forms of the density functionals. To illustrate this, we carried out 

GHO calculations based on two other GGA methods, namely BLYP and mPWPW91, and 

two other HDFT methods, namely mPW1PW91 and MPW1K. Table 4 lists the errors in the 

GHO geometry for three representative systems calculated by BLYP, mPWPW91, 

mPW1PW91, and MPW1K, where the QM subsystem is still represented by the 6–31G(d) 

basis set, and where we use the same integral-scaling parameters (listed in Table 1). The 

results in Table 4 show that we consistently obtain small errors in the A–B bond distance, as 

well as reasonable bond angles, which suggests that the optimized scaling factors can be 

transferred from one functional to another.
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4.2. Atomic Charges

As we described in Section 2, the GHO-(H)DFT method uses a minimal valence basis set, 

STO-3Gv, to represent the GHO boundary atom (to simplify the scheme). Section 4.1 

showed that the imbalance of the basis set across the QM/MM boundary and the 

inconsistency of using QM on one side of the boundary and MM on the other are greatly 

alleviated by scaling of the integrals involving the boundary orbitals. In this Section we 

consider the quality of the atomic charges derived from population analysis based on the 

mixed basis set. The atomic charges provide a measure of the relative electronegativity 

across the A–B bond and of the ability of the GHO boundary atom to withdraw or donate 

electrons from the fully QM subsystem. We point out that the simple Mulliken population 

analysis scheme[87] may be inappropriate to reflect the physical charges near the boundary, 

since the equal partition assumption[87] of the electron density between two basis functions 

centered on the two atoms is inappropriate when the basis set is unbalanced. Löwdin 

charges[88] have been shown to be more stable with respect to the size of the basis set. 

Therefore, we prefer to use Löwdin atomic charges as an indication of the quality of the 

wavefunctions in the present work. In addition, the Löwdin charges were used in the 

parameterization of the method (as stated above, the fitting function is the same as in ref. 

[34]).

We compare the Löwdin atomic charges calculated from GHO-B3LYP with the fully QM 

results for propane and acetic acid in Tables 5 and 6, respectively. For propane 

(CH3BH2AH3), the GHO-HDFT method reproduces the QM charges well, and the QM 

methyl group is neutral within 0.04 charge units indicating that no significant polarization is 

introduced by the QM/MM boundary treatment. The results for acetic acid [BH3A(O)OH] 

also show that the GHO-HDFT method gives reasonable charges that are comparable to the 

fully QM results.

4.3. Stretch Potential

Figure 2 plots the C–C stretching potential curve in ethane, treated by fully QM [B3LYP/6–

31G(d)] and QM/MM [GHO-B3LYP/6–31G(d)] methods. Encouragingly, GHO-B3LYP 

gives very good agreement with full QM over a wide range of C–C distances from 1.20 to 

1.80 Å.

4.4. Internal Rotational Barrier

Figure 3 shows the internal rotational barrier around the central C–C bond in n-butane 

computed by GHO-B3LYP/6–31G(d). In separate calculations, the GHO boundary atom is 

placed successively at C2, C3, and C4, which corresponds to a change from a small to a 

large QM subsystem. The fully QM and MM potential curves are also given for comparison. 

In principle, for the case of the small QM subsystem (with C2 as the GHO boundary), the 

torsion potential around the central C–C bond (C2–C3) is largely determined by the MM 

contribution. Similarly, the results of using the large QM subsystem (with C4 as the GHO 

boundary) are expected to be consistent with the fully QM results. Since the MM rotational 

profile agrees very well with the fully QM results in this test, the C2 boundary case gives 

very good agreement with fully QM results. The energy of the second minimum around 60 ° 

is overestimated in the C4 case. For the intermediate case with C3 as a GHO boundary atom, 
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where both the QM and MM contributions play approximately equal roles in determining 

the rotational profile in the QM/MM calculation, we obtained a slightly lower barrier height 

compared to the B3LYP/6–31G(d) calculation; nevertheless the overall shape of the torsion 

energy profile is still in good agreement with the fully QM results. Since the torsional 

energies about the frontier bond (A–B) have contributions from both QM and MM terms, 

the agreement between QM/MM and fully QM results could be further improved by 

adjusting the MM torsional parameters. However, we found this to be unnecessary in the 

present GHO-(H)DFT/MM method.

4.5. Proton Affinity

It is important that the QM/MM calculations faithfully reproduce the fully QM energetics. A 

stringent test to evaluate the performance of a QM/MM boundary treatment is to monitor the 

energy difference between systems with different protonation states. Herein, following the 

usual convention, we define the negative of the energy change from a species X or X− to its 

protonated state XH+ or XH as the proton affinity. Then, we calculate proton affinities for 

15 alcohols, amines, thiols, and acids using GHO-B3LYP/6–31G(d). If parameters are not 

available for MM internal energy terms across the boundary, where both QM and MM 

atoms are involved, we consistently employ the parameters available for the corresponding 

neutral species. The resulting proton affinities are compared with the fully QM results in 

Table 7. The QM/MM boundary has been placed at various distances from the group, 

changing its protonation states, as indicated in the first column of Table 7. This test set has 

previously been used to test the GHO-AIHF[34] and GHO-SCC-DFTB[35] methods. The 

overall MUE for GHO-B3LYP/MM is 2.1 kcalmol−1 for all 30 cases, as compared to 2.6 

kcalmol−1 for GHO-AIHF/MM and 1.7 kcalmol−1 for GHO-SCC-DFTB/MM. Examining 

the GHO-B3LYP/MM in more detail, we see that for cases where the QM/MM boundary is 

too close to the protonation center, an MUE as large as 3.1 kcalmol−1 is obtained. The MUE 

values are greatly reduced to 1.3 and 0.7 kcalmol−1 when the QM/MM boundary is moved 

two and three bonds away from the reaction center, respectively.

To test the transferability of the scaling factors, we also performed the same test for GHO 

calculations with other functionals. Table 8 gives the proton affinities calculated using 

GHO-BLYP, GHO-mPWPW91, GHO-mPW1PW1, and GHO-MPW1K for three 

representative systems. In these calculations, the same scaling factors as those optimized for 

GHO-B3LYP/6–31G(d) are used. Again, the results indicate that the scaling factors are only 

weakly coupled to the specific form of the density functional.

4.6. Conformational Energies for Alanine Dipeptide

Conformational energies are sensitive to the detailed shape of the potential energy surface. 

The geometries and relative energies of the conformers of alanine dipeptide and alanine 

tetra-peptide have been widely used for testing the QM/MM boundary treatment.[12, 27] 

Herein, we use alanine dipeptide as a test case for the GHO-(H)DFT method. The QM/MM 

partition is between the Cα carbon and the carbonyl carbon (as illustrated in Figure 4). This 

partition has been used by Amara and Field[27] in testing their link-atom approach with 

delocalized Gaussians. It has been shown that this partition is a reasonable choice, although 

a somewhat larger QM fragment has been used by Philipp and Friesner,[13] where the 
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QM/MM frontier bond is between the N and Cα carbon. Ferre and Olivucci,[89] in contrast, 

found that another possible boundary location, namely cutting an amide bond, poses great 

difficulty. The current QM/MM partition is also convenient for the GHO scheme (as we 

described above), where the Cα carbon (an sp3 hybridized carbon) is selected as the GHO 

boundary atom, and the QM frontier atom A is a carbonyl carbon atom. Table 9 gives the ϕ 

and ψ angles[90] for different conformers of alanine dipeptide, optimized by using GHO-

B3LYP/6–31G(d), and compares them with the results obtained from fully QM and pure 

MM (CHARMM) calculations. As was the case at the HF level,[13] the fully quantal 

B3LYP/6–31G(d) calculation is able to locate six conformers for alanine dipeptide (shown 

in Figure 4). However, the pure MM CHARMM22 force field can only locate three of the 

six conformers, namely C5, C7eq, and C7ax. The QM/MM calculation gives an improved 

description of the torsion energy profile compared to the MM, and one more conformer (α′) 

can be found using GHO-B3LYP/6–31G(d). These results are consistent with tests carried 

out by Amara and Field.[27] With the same QM/MM partition, one of their recommended 

link-atom approaches gave four conformers, and the other located five conformers but failed 

by identifying C5 as the lowest-energy conformer. The relative energies for conformers of 

alanine dipeptide optimized by GHO-B3LYP/6–31G(d) are shown in Table 10.

4.7. Hydrogen-Transfer Barrier

Hydrogen-atom transfer between two radicals is important in combustion,[91, 92] 

atmospheric chemistry,[93, 94] and enzymes.[95, 96] To validate GHO-DFT/MM, we applied 

it to the reaction of n-C4H10 with n-C4H9 to model the hydrogen-transfer process between 

two hydrocarbon radicals. Benchmark results for barrier heights, reaction energies, and 

transition-state geometries have been reported recently for the reactions CnH2n + 2 + 

CnH2n + 1 (n = 1–3) based on highly accurate ab initio, extrapolated, and hybrid density 

functional methods.[97] The target reaction studied here has more atoms and is too large for 

benchmark-quality quantum mechanical calculations, but it is well-suited for QM/MM 

studies. To obtain realistic barrier heights, we adopt the MPW1K level of DFT for treating 

the QM subsystem, and to use the parameterization presented above, we adopt the 6–31G(d) 

basis set. Three cases of QM/MM partitions are shown in Figure 5, corresponding to small, 

medium, and large QM subsystems. For each of these cases, two GHO boundary atoms are 

placed at equal distances from the reactive center in the transition state, and one GHO 

boundary atom is used in each of the two reactant molecules, as shown in Figure 5.

In the present test—for both reactants and the transition state—we compare zero-point-

exclusive barrier heights from fully QM and QM/MM calculations, where, in each case, the 

transition-state geometry is optimized at the level tested. The symmetric transition-state 

configuration has the hydrogen atom being transferred between a donor (Do) and an 

acceptor (Ac) carbon atom, and the breaking and forming bond distances are equal to each 

other (rAcH = rDoH = 1.341 Å, in the full QM calculation). Transition states optimized at the 

GHO-MPW1K/6–31G(d) level yield distances for the breaking and forming bonds of 1.352, 

1.339, and 1.345 Å, for three QM/MM partitions, which are in good agreement with the 

fully QM results. The energy difference between the transition state and the reactants was 

calculated both by MPW1K and GHO-MPW1K, and the results are given in Table 11. When 

the QM/MM boundary is twinned to the atom being transferred, the difference between the 

Pu et al. Page 14

Chemphyschem. Author manuscript; available in PMC 2015 June 25.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



QM and QM/MM barriers is 1.1 kcalmol−1. Although this QM/MM partition is not 

recommended, this test gives an upper bound on the error of the method when it is pushed to 

its limit. With the QM/MM boundary shifted two or three bonds away from the reaction 

centers, the deviations of the GHO-MPW1K and fully QM results are reduced to less than 

0.5 kcalmol−1, which is quite satisfactory. These results show that the GHO-DFT treatment 

can also be used for reaction barriers.

5. Concluding Remarks

We presented a generalized hybrid orbital (GHO) method for using density functional theory 

(DFT) and hybrid density functional theory (HDFT) in combined QM/MM calculations. The 

proposed GHO-(H)DFT method is able to provide a smooth connection between the QM 

and MM subsystems, and the use of (H)DFT for the QM region should be more accurate 

than using Hartree–Fock, AM1, PM3, or SCC-DFTB.

In our treatment, the GHO boundary atom is represented by a minimal set of valence basis 

functions. As in the GHO-AIHF algorithm developed previously,[34] orbital orthogonality is 

satisfied by forming hybrid orbitals from a set of Löwdin symmetrically orthogonalized 

atomic orbitals (OAOs). A DIIS SCF acceleration procedure is formulated to be compatible 

with GHO-type wavefunctions. Analytical first derivatives are available for molecular 

geometry optimizations or molecular dynamics. The method is parameterized by scaling 

integrals involving the boundary orbitals, and parameters are tested for five different 

functionals (B3 LYP, BLYP, mPWPW91, mPW1PW91, and MPW1K). The new method is 

tested for a variety of properties including molecular geometries, atomic charges, rotational 

barriers, protein affinities, conformational energies, and reaction barrier heights. We 

concluded that the proposed GHO-(H)DFT method provides an appealing and theoretically 

robust way to combine (H)DFT with molecular mechanics, and it gives satisfactory results 

for a variety of applications.
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Figure 1. 
Schematic representation of the QM/MM partition in the GHO method.
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Figure 2. 
C–C stretching potential in ethane, treated by fully QM [B3LYP/6–31G(d)] and QM/MM 

[GHO-B3LYP/6–31G(d)].
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Figure 3. 
Potential-energy curve for the internal rotation around the C2–C3 bond in n-butane using 

parameterized GHO-B3LYP/6–31G(d), pure QM [B3LYP/6–31G(d)], and MM 

(CHARMM22). For the GHO-B3LYP/6–31G(d) method, three cases are studied in which 

the GHO boundary atom is placed at C2, C3, and C4.
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Figure 4. 
QM/MM partition of alanine dipeptide. The QM/MM division is placed along the covalent 

bond between Cα and the carbonyl carbon, where the Cα is selected as the GHO boundary 

atom (B), and the carbonyl carbon is selected as the QM frontier atom (A).
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Figure 5. 
The transition- and reactant-state configurations for hydrogen transfer between C4H10 and 

•C4H9. Three QM/MM division schemes are indicated, corresponding to small, medium, and 

large QM subsystems.
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Table 1

Optimized scaling factors for integrals involving boundary orbitals for GHO-B3LYP/6–31G(d) calculations.

Parameters Integral type Optimized value[a]

c1 (sA|T|sB) 0.9976

c2 (sA|T|pB) 0.9773

c3 (pA|T|sB) 1.0084

c4 (pA|T|pB) 0.9756

c5 (sB|T|sB) 0.8650

c6 (pB|T|pB) 0.9858

c7 (sB|T|pB) 0.9543

[a]
Unlike ref. [34], the equilibrium angles for A–B–M bends are not modified in the present study.
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Table 2

Key A–B bond distances [Å] for unparameterized GHO-B3LYP/6–31G(d) and scaled GHO-B3LYP/6–31G(d) 

compared to the fully QM results.

System[a] GHO-B3LYP/6–31G(d)
(unparameterized)

GHO-B3LYP/6–31G(d)
(with scaling)

B3LYP/6–31G(d)

CH3BH2–AH3 1.638 1.538 1.529

CH3BH2–AH2CH3 1.665 1.551 1.530

CH3BH2AH2C(O)OH 1.657 1.530 1.529

CH3BH2–AH2NH2 1.661 1.531 1.525

CH3BH2–AH2NH3
+ 1.665 1.529 1.523

CH3BH2–AH2NH− 1.677 1.566 1.536

CH3BH2–AH2OH 1.652 1.537 1.518

CH3BH2–AH2O− 1.703 1.597 1.557

CH3BH2–AH2SH 1.656 1.543 1.528

CH3BH2–AH2S− 1.662 1.551 1.532

CH3BH2–AH=CH2 1.669 1.505 1.505

CH3BH2–A(O)NH2 1.704 1.525 1.520

CH3BH2–A(O)OH 1.705 1.536 1.507

CH3BH2–A(O)O− 1.733 1.596 1.557

CH3BH2–A(O)OCH3 1.679 1.507 1.508

ethyl benzene 1.716 1.461 1.504

histidine[b] 1.670 1.440 1.500

alanine dipeptide[c] 1.695 1.493 1.527

[a]
The training set molecules are in bold.

[b]
B is the methylene carbon and A is the ipso ring carbon.

[c]
B is Cα and A is a carbonyl carbon.
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Table 5

Löwdin atomic charges for propane determined at the GHO-B3LYP/6–31G(d) and the fully QM levels.

Propane GHO-B3 LYP
(with scaling)

B3LYP/6–31G(d)

A −0.48 0.44

H 0.15 0.15

H 0.15 0.15

H 0.15 0.15

B −0.14 −0.27

AH3
[a] −0.04 0.00

[a] The sum of the charges on the quantum mechanical methyl group.
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Table 6

Löwdin atomic charges determined at GHO-B3LYP/6–31G(d) for acetic acid.

Acetic acid GHO-B3 LYP
(with scaling)

B3LYP/6–31G(d)

O(=A) −0.34 −0.36

O(−A) −0.25 −0.26

H(O) 0.36 0.36

A(=O) 0.18 0.20

B −0.22 −0.47

BH3 0.05 0.06
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Table 7

Proton affinities [kcal mol−1], determined by GHO-B3LYP/6–31G(d), compared with the B3LYP/6–31G(d) 

fully QM results.

System GHO-B3LYP/6–31G(d)[a] B3LYP/6–31G(d) QM/MM vs. QM

BH3–AH2O− 401.1 399.3 2.0

CH3BH2–AH2O− 402.2 398.1 3.4

BH3–AH2CH2O− 399.0 398.1 1.4

CH3CH2BH2–AH2O− 401.2 397.5 3.5

CH3BH2–AH2CH2O− 399.2 397.5 2.0

BH3–AH2CH2CH2O− 397.7 397.5 0.7

BH3–AH2NH2 224.4 230.5 −3.9

CH3BH2–AH2NH2 223.9 231.8 −6.0

BH3–AH2CH2NH2 228.8 231.8 −1.2

CH3CH2BH2–AH2NH2 223.9 232.6 −7.0

CH3BH2–AH2CH2NH2 229.1 232.6 −2.2

BH3–AH2CH2CH2NH2 231.1 232.6 −0.7

BH3–AH2NH− 427.3 426.4 2.6

CH3BH2–AH2NH− 429.4 425.3 4.2

BH3–AH2CH2NH− 425.8 425.3 1.5

CH3CH2BH2–AH2NH− 428.1 424.8 4.2

CH3BH2–AH2CH2NH− 426.0 424.8 2.0

BH3–AH2CH2CH2NH− 425.4 424.8 0.8

BH3–AH2S− 366.6 367.3 1.0

CH3BH2–AH2S− 366.6 366.6 1.7

BH3–AH2CH2S− 367.1 366.6 0.6

CH3CH2BH2–AH2S− 366.7 366.4 1.8

CH3BH2–AH2CH2S− 367.3 366.4 0.9

BH3–AH2CH2CH2S− 366.8 366.4 0.4

BH3–A(O)O− 365.4 366.4 −3.0

CH3BH2–A(O)O− 367.1 364.8 −1.1

BH3–AH2C(O)O− 363.9 364.8 0.6

CH3CH2BH2–A(O)O− 366.1 364.2 −1.2

CH3BH2–AH2C(O)O− 364.3 364.2 1.1

BH3–AH2CH2C(O)O− 365.0 364.2 1.0

[a]
Scaled by the scaling factors listed in Table 1.
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Table 8

Proton affinities [kcal mol−1] determined by GHO, based on BLYP, mPWPW91, mPW1PW91, and MPW1K, 

compared with the corresponding fully QM results.

System GHO-(H)DFT/6–31G(d)[a] (H)DFT/6–31G(d) QM/MM vs. QM

BLYP

CH3BH2–AH2CH2O− 398.8 394.4 4.3

CH3BH2–AH2CH2S− 367.8 366.5 1.2

CH3BH2–AH2C(O)O− 364.4 363.6 0.8

mPWPW91

CH3BH2–AH2CH2O− 396.7 394.6 2.2

CH3BH2–AH2CH2S− 367.2 366.1 1.1

CH3BH2–AH2C(O)O− 364.5 363.5 0.9

mPW1PW91

CH3BH2–AH2CH2O− 399.3 397.7 1.6

CH3BH2–AH2CH2S− 366.9 366.0 0.8

CH3BH2–AH2C(O)O− 364.1 364.2 −0.2

MPW1K

CH3BH2–AH2CH2O− 401.6 400.5 1.2

CH3BH2–AH2CH2S− 0.5

CH3BH2–AH2C(O)O− 364.7 364.9 −0.3

[a]
Scaled by the scaling factors (listed in Table 1) optimized for GHO-B3LYP/6–31G(d).
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Table 10

Conformational energy [kcal mol−1] of alanine dipeptide.[a]

Conf.[c] GHO-B3LYP/6–31G(d)[b] B3LYP/6–31G(d) CHARMM

C5 3.4 1.6 1.1

C7eq 0.0 0.0 0.0

C7ax 1.7 2.7 2.1

β2 C7eq 3.2 C7eq

αL C7ax 5.7 C7ax

α′ 7.7 6.8 C5

[a]
Relative to C7eq.

[b]
With scaling.

[c]
Starting conformation for the optimization. If the calculation converges to this conformation, φ and ψ are given. If the calculation converges to a 

different conformation, that conformation is given.
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Table 11

Hydrogen-atom-transfer barrier height for C4H10+•C4H9.

QM/MM partition[a] GHO-MPW1K/6–31G(d) MPW1K/6–31G(d)

2 17.7 –

4 17.0 –

6 16.4 –

8 – 16.6

[a]
The value given in the first column is the number of fully quantum-mechanical carbon atoms.
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