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Abstract

Democratization of genomics technologies has enabled the rapid determination of genotypes. 

More recently the democratization of comprehensive proteomics technologies is enabling the 

determination of the cellular phenotype and the molecular events that define its dynamic state. 

Core proteomic technologies include mass spectrometry to define protein sequence, 

protein:protein interactions, and protein post-translational modifications. Key enabling 

technologies for proteomics are bioinformatic pipelines to identify, quantitate, and summarize 

these events. The Trans-Proteomics Pipeline (TPP) is a robust open-source standardized data 

processing pipeline for large-scale reproducible quantitative mass spectrometry proteomics. It 

supports all major operating systems and instrument vendors via open data formats. Here we 

provide a review of the overall proteomics workflow supported by the TPP, its major tools, and 

how it can be used in its various modes from desktop to cloud computing. We describe new 

features for the TPP, including data visualization functionality. We conclude by describing some 

common perils that affect the analysis of tandem mass spectrometry datasets, as well as some 

major upcoming features.
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1. Introduction

Mass spectrometry-based proteomics has become the most widely used technique for the 

molecular characterization of large numbers of proteins in complex samples and the 

determination of their relative abundances. Several different workflows have been 

developed that encompass both data-dependent and data-independent analyses. Some, such 

as selected reaction monitoring (SRM), are tuned for high reproducibility and sensitivity on 

a relatively small number of targets per run. Other workflows, such as shotgun proteomics, 

are able to provide quantitative measurements on many thousands of proteins per run, 

although generally with lower sensitivity and specificity.
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Informatics analysis of the output of mass spectrometers is a crucial element of the 

interpretation of the results. For SRM workflows, the individual transitions must be 

measured from the chromatogram peak traces and then grouped to yield accurate abundance 

and confident detection of each targeted peptide. Statistical methods can provide confidence 

metrics that the targeted peptide ion has truly been detected [1], as well as abundance 

uncertainty measures. Similarly for shotgun proteomics, the interpretation of thousands or 

millions of mass spectra is a multi-step process that usually includes statistical validation to 

provide identification and abundance confidence metrics.

Mass spectrometry-based proteomics technologies are dominant in both the academic 

research community and industrial research and development settings. However, it is only 

just gaining momentum for clinical use. SRM is routinely used for clinical verification and 

validation of biomarkers and more recently used in CLIA approved clinical assays for 

cancer [2–4]. Even shotgun proteomics is beginning to see clinical applications such as for 

the diagnosis of amyloidosis [5]. However, as instrumentation becomes faster and more 

sensitive, and analysis software becomes more powerful and easy to use, the application of 

MS proteomics in clinical settings will accelerate.

Although there are a tremendous number of individual tools for processing proteomics data 

[6] and some developed as pipelines [7, 8], the Trans-Proteomic Pipeline (TPP; [9, 10]) is 

the most widely used free and open source complete suite of tools for processing shotgun 

proteomics data with statistical validation from start to finish for typical workflows [11]. It 

encompasses initial conversion to open formats, sequence database- and spectral library-

based searching, statistical post-validation of the search results, quantification information 

extraction, protein inference, and graphical exploration of the results. The TPP can be used 

on all major computing platforms and scales from the desktop to large computing clusters on 

the cloud for enterprise operation. It is embedded in many other applications and LIMS 

packages, which use the TPP as the core set of tools for data processing, such as Progenesis 

QI (Nonlinear Dynamics, Waters, USA). The TPP does not support analysis of data from 

SRM workflows, but the free and open source tool Skyline [12] is the leading software for 

such data.

In this review we will provide an overview of the many features of the TPP and discuss their 

implications. The features include tools that have been present the development of the TPP 

as well as new features that are now available in the latest 4.8 release of the TPP. Some of 

these advances are algorithmic, and others are visualization features. We will then discuss 

the clinical applications in biomarker discovery, identification of clinically relevant post-

translational modifications by the TPP, and a few perils relevant to interpreting these kinds 

of data, and conclude with future directions for the software.

2. Basic Workflow

The overall basic steps of the workflow of shotgun proteomics have not changed 

significantly since we described them previously [11]. The general process of data analysis 

follows the steps of raw data conversion, identification of the spectra, validation and 

modeling of the identification step, abundance measurements, protein inference, storage of 
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the data in local database systems, and then final deposition into public data repositories. 

However, the maturity of the tools has improved markedly in the past few years, enabling a 

more thorough analysis of data than was previously possible. In the following sections we 

describe each of these steps in the workflow, and how recent advances have made each step 

more robust and effective. Figure 1 displays the main set of TPP tools underpinned by 

standard formats.

Each of the instrument vendors has their own format for storing the raw data generated by 

the mass spectrometers. These formats have evolved in subtle ways as new technologies 

have emerged, but remain basically similar. The msconvert tool within the free and open 

source ProteoWizard [13, 14] toolkit remains the standard for converting each of the vendor 

formats into the Proteomics Standards Initiative (PSI; [15]) mzML format [16]. This is 

accomplished via the use of DLLs (dynamic link libraries) obtained directly from the 

vendors. These DLLs, which contain the software necessary to read the vendor formats, are 

not open source, but may be used by any other software to access data in those files. Thus, 

msconvert has no code to read the individual vendor formats directly, but rather uses the 

vendor-supplied DLLs for accessing the data indirectly. This has the advantage that 

ProteoWizard does not have to keep up with vendor format changes, but rather just ensure 

that the vendors continue to supply up-to-date DLLs. Beyond the msconvert tool, any 

software that uses the ProteoWizard library is able to read the vendor files directly. 

However, the significant disadvantage is that the vendor DLLs are only available under the 

Microsoft Windows OS. Therefore, under most workflows, conversion with msconvert must 

happen on a Windows computer, but then all subsequent analysis may happen on any 

platform. Although not a TPP-developed tool per se, msconvert comes bundled with the 

TPP and is accessible via the GUI, and it is therefore easy for TPP users to convert their raw 

data files to mzML, on which the rest of the TPP tools depend. The full landscape of formats 

commonly used in MS-based proteomics has been recently reviewed [17].

The next step in data processing is the interpretation or “searching” of all mass spectra in a 

dataset. There are 3 broad approaches to searching mass spectra. Sequence searching is the 

most common approach, wherein each spectrum is normalized and scored against a set of 

theoretically generated spectra selected from a set of candidate peptide sequences extracted 

from a FASTA-formatted protein list. The spectral library searching approach matches each 

new spectrum against spectra selected from a reference file of previously observed and 

identified spectra. The third approach is de novo searching, in which one attempts to derive 

the peptide sequence by measuring the m/z values of individual peaks and intervals between 

peaks to infer the peptide sequence directly, without the use of a reference; this is typically 

only possible with spectra of extraordinary quality. Some software tools combine some of 

the approaches as well. The TPP is now packaged with two open-source sequence search 

engines, X!Tandem [18] with the k-score plugin [19], and Comet [20].

There are many other sequence search engines [21], and most of the popular ones are 

supported by the TPP tools in downstream validation and processing, but are not bundled 

with the TPP itself. The TPP tool SpectraST [22] is a highly advanced spectral library 

searching tool, which is also capable of building spectral libraries [23]. There is currently no 

support for de novo searching in the TPP, but since modern mass spectrometers coming into 
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common use are now capable of generating spectra of sufficient quality for de novo 

sequence, support for this approach will soon follow.

A crucial set of components of the TPP beyond the software tools themselves are the 

common data formats that allow the TPP tools to interoperate efficiently. The pepXML and 

protXML formats [9] were developed 10 years ago to allow efficient exchange of data 

among TPP tools. They have never become official standards, but have become de facto 

standards supported by many tools. Some of the search engines supported by the TPP write 

their results in pepXML directly. However, for others there is a software utility in the TPP 

that can convert the native output of the search engine into pepXML, so that it may be fed 

into the rest of the TPP tools.

A hallmark of these search tools is that they will produce a best-match result for each 

spectrum with a corresponding score, but many of these best matches are incorrect. The key 

aspect then of the TPP that sets it apart from many other solutions is the tools that can 

develop mixture models to discriminate between correct and incorrect identifications, and 

importantly, assign probabilities of being correct to each result. The primary tool is 

PeptideProphet [24], which works directly with the search engine output. It models the 

output scores of each peptide-spectrum match (PSM) along with other metrics such as m/z 

difference to assign each PSM a probability that it belongs to the population of correct 

identifications.

We have recently developed some additional modeling tools that refine the models and 

probabilities derived from PeptideProphet. The iProphet tool [25] takes one or more 

pepXML files from PeptideProphet and refines the probabilities based on many lines of 

corroborating evidence. For example, in cases where multiple search engines have identified 

the same PSM, where a peptide has been identified in multiple charge states, or where a 

peptide has been identified with different mass modification configurations, the confidence 

is higher that each sibling PSM is correct. Each dataset is modeled independently and 

therefore each of these aspects will have a different effect on improving or degrading each 

probability.

Another new tool in the TPP suite is PTMProphet [26], which is designed to model the 

confidence with which mass modifications are correctly localized for each peptide. All of 

the popular search engines can identify that mass modifications are present for a peptide, but 

it is difficult to know the confidence with which the assignments are made. PTMProphet 

considers all of the possible configurations, and applies a statistical model to predict which 

modification sites are most probable based on the spectrum evidence.

For most experiments it is very important to be able to quantify the relative peptide and 

protein abundances among the different conditions. This can be accomplished either via 

labeling of the different conditions or quantifying the number of ions observed without the 

aid of a label. The TPP includes several software tools to aid in quantitation of peptide ions 

and proteins. The Libra [27] tool is used for data from samples that have been labeled with 

an isobaric label such as TMT or iTRAQ [28]. For isotopically labeled samples, when using 

such labels as ICAT [29], SILAC [30], and N14/N15, the ASAPRatio [31] tool or XPRESS 

Deutsch et al. Page 4

Proteomics Clin Appl. Author manuscript; available in PMC 2015 November 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



tool can be used. The XPRESS tool can also be used to measure ion current abundances in 

label-free data, and ProteinProphet output is used for spectral counting quantification.

These tools first derive a quantitative measure of ion intensity for each PSM along with an 

uncertainty estimate. ASAPRatio is able to derive intensity measures for other sibling ions 

of different charge. These PSM intensities are then aggregated to yield a peptide-level 

relative abundance measures along with combined uncertainties. The tools then use the 

weights apportioned to the peptides by ProteinProphet to contribute to the final protein 

relative abundance and corresponding uncertainty or p-value. Only peptides with a weight 

greater than 0.5 contribute to a protein abundance. The measured peptide abundances could 

potentially be used to infer from which protein they are derived in cases of ambiguity, but 

such logic is planned for future versions of these quantitation tools.

Once peptides have been identified with statistical metrics of confidence, the next step is to 

apply a protein inference algorithm. Since many peptides can map to multiple proteins, it 

can be difficult to know from which protein the peptides have been detected. Although some 

researchers report the maximal list of proteins to which the peptides map, it is becoming 

accepted to report a parsimonious list of proteins, i.e. the minimum number of proteins that 

are required to explain the observed peptides. The ProteinProphet [32] software tool 

pioneered this approach and with periodic improvements, continues to be the state-of-the-art 

in protein inference. Each protein with mapping peptides is assigned a probability that it is 

present in the sample, based on the combination of individual peptide probabilities derived 

from previous analysis by PeptideProphet and iProphet. The proteins are grouped together 

based on the peptides they share. With the developments in mass spectrometry over the 

recent years, the use of high-resolution and high mass accuracy assignment of MS/MS 

spectra provides increased confidence on the results obtained and aids in the determination 

of correct spectral assignment of peptides.

The TPP itself does not provide data management functionality. It leaves data management 

and organization up to the user. On account of this, several groups have created proteomics 

data management systems that embed the TPP as their data processing infrastructure, on top 

of which they provide users with data organization and annotation functionality that suits 

their needs. Some examples of such management systems are SBEAMS [33], CPFP [34], 

CPAS [35], and YPED [36].

A desirable endpoint for most datasets acquired for research purposes is deposition in public 

data repositories. When this is performed, the data can be reused by other researchers and 

reanalyzed as part of concerted efforts to define MS-observable proteomes, such as 

PeptideAtlas [37, 38], PRIDE Cluster [39] and GPMdb [40]. When datasets are deposited in 

public data repositories, they can continue to contribute to the field by being incorporated 

into public resources. The ProteomeXchange [41] consortium of repositories is now in place 

so that datasets deposited to one repository can be propagated to the others or other 

interested projects when they are announced.
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3. Significant Advantages and New Features

The TPP offers several significant advantages over the huge variety of software tools 

available for the processing of proteomics data. These features include modularity, support 

for common XML formats, robust modeling and statistic metrics, data visualization features, 

and platform independence. In the subsections below we describe these features in detail.

Rather than being a single monolithic tool, the TPP is composed of several tools that each 

performs one function well. This gives great flexibility to the user for processing data by 

stringing together several tools as is appropriate for the data that was generated. This makes 

the TPP amenable for use within workflow engines where the TPP tools can be combined 

with other tools within a workflow. The TPP has been adapted [26] to the Taverna [42] 

workflow platform, as well as others.

A key component to being modular and working well with workflow engines is the ability to 

easily pass data from one tool to another. In addition to the co-development and support for 

mzML described above, the pepXML and protXML formats [9] were specifically developed 

for TPP tools to interoperate efficiently. Based on XML, these formats allow complex data 

and metadata to be read as input for each tool and stored as output. The formats have 

continued to be updated to support the new features of the TPP since the original 

publication, and have become de facto standard formats for many tools beyond the TPP. The 

PSI, with participation from ISB, has developed a trio of new standard formats, mzIdentML 

[43], mzQuantML [44], and mzTab [45]. Since pepXML and protXML are specifically 

tailored to the TPP tools, and maintaining flexibility is important, it is unlikely that TPP 

tools will move away from pepXML and protXML for internal representation and exchange. 

However, TPP output can already be converted to mzIdentML, and efforts to export final 

TPP results to the other formats are underway. This enables easy deposition into public 

repositories and transfer of results to other tools.

One of the hallmarks of the TPP has been its statistical modeling such that global and 

individual confidence metrics can be assigned at many levels in the data. PeptideProphet 

derives a mixture model for the PSMs from a search engine and assigns probabilities to each 

PSM. The iProphet tool further refines this model using corroborating information from 

related PSMs to build a model at the distinct peptide sequence level, as well as refine the 

PSM-level results. ProteinProphet uses these individual probabilities as part of the protein 

inference described above to derive probabilities that each of the proteins have been detected 

by their constituent peptides. At each of these levels, decoy search results may be used to 

inform the models, or merely to verify the correctness of models derived without knowledge 

of the decoys. The ASAPRatio tool for isotopic labeling quantification and the Libra tool for 

isobaric labeling both calculate uncertainties for each of their abundance ratios so that users 

may easily determine which ratios are significant. The new PTMProphet tool calculates the 

probability that a detected mass modification is localized to a specific site, in cases where 

multiple sites are possible. The end result of application of these tools is a statistically sound 

set of models that enables users to report their results at confidence thresholds of their 

choice, along with confidence metrics for each datum.
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Ensuring that results derived from the TPP remain accurate as development of the tools 

continues is crucial, and therefore test-driven software development is playing an increasing 

role for the TPP tools. For example the new TPP components that enable cloud computing 

for proteomics datasets incorporate standard unit testing mechanisms in the source code. We 

have also set up a suite of test datasets that are run through the TPP in an automated fashion 

after builds, and the results compared with a reference result. Deviations from the reference 

result are reported and examined by developers. If the new result is deemed an acceptable 

improvement, it becomes the new reference result. The infrastructure to allow a new 

installation to be verified by processing and comparing one or more of the test datasets is an 

upcoming feature.

4. Platforms

The TPP was originally conceived as a set of Linux-based command-line tools to be used for 

high throughput data analysis of proteomics data on the ISB Linux cluster. However, it was 

soon realized that there was great interest in a version of the TPP that could be used on 

Microsoft Windows-based computers as well and OS X platforms. Not only is Windows a 

very common platform, it became clear that for students in our proteomics courses to run 

tutorials, it would be best if Windows were supported. Therefore, the TPP has been written 

so that it can be compiled and run under Windows and OS X as well as Linux.

To enable easier access to the command-line tools, a web-based graphical user interface 

(GUI) was developed as front end to the command-line tools. Although a native desktop 

interface can provide a smoother interface than a web interface, developing desktop 

interfaces that are also platform neutral is quite difficult. The added benefit of a web 

interface is that it can be used locally on a single machine as well as remotely on any 

computer with a network connection. This platform neutrality has made the TPP and its 

tools usable both on a laptop as well as a large high throughput compute cluster. The single 

exception to complete neutrality is the conversion from proprietary vendor formats to 

mzML, as described above in section 2, since this relies on vendor-supplied Windows-only 

DLLs.

This design choice has also made the port to cloud computing relatively easy. The TPP has 

been ported to the Amazon.com Amazon Web Services (AWS). Two modes have been 

developed [46]. The first is one where a user with an AWS account can trivially launch an 

instance of a single Linux computer running the TPP on the cloud, connect to it via the web 

interface, and interact with it in the same manner as on a local computer. The second mode 

is to use a set of scripts to launch one or more AWS instances from the command line and 

automatically distribute larger computing jobs onto a cluster of AWS instances that expand 

and contract dynamically (and eventually shutdown completely) based on the computing 

demand.

5. Visualization

Although a web interface has disadvantages when trying to design a highly responsive GUI, 

recent advances in JavaScript libraries have opened many opportunities for GUI 

improvements and dynamic visualizations of the analysis results. Considerable recent effort 
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has therefore gone into updating the TPP GUI, called Petunia, to make navigation and 

interpretation of the output of the tools easier.

A new “dashboard” view has been written to allow users to interactively explore the models 

that were derived by the various tools, replacing previous static images. The graphical plots 

depict ROC curves, mixture models, as well as numbers of identifications within various 

categories. This view allows the user to quickly assess the quality of the PeptideProphet and 

iProphet results, as well as the overall quality of their data.

The protXML Viewer has been completely rewritten to move from text-based presentation 

of results to a view that displays confidence metrics and quantification information in a 

graphical form. Individual protein group entries are collapsed by default so that high-level 

information is visible at first, but then may be expanded to reveal additional details. The 

interface has been tuned to perform quickly even with very large experiments, which were 

sometimes impossible to view with the previous interface.

In order to allow users to compare the relative abundances of proteins among different 

conditions, a heatmap viewer has been implemented. The heatmap Y-axis represents 

proteins, and the X-axis represents an unlimited number of different conditions. The 

abundance of each protein is displayed as a pixel of variable color. The user may zoom and 

pan through the visualization, with more information provided on mouse hover, and full 

information in a new window available with a mouse click. Figure 2 depicts an example of 

the heatmap view using a set of 13 conditions.

To visualize the classifications of proteins, the TPP now implements a tessellation 

visualization interface, within which proteins are grouped according to a set of arbitrary 

categories and displayed with a shape size proportional to the abundance. If the proteins are 

given UniProtKB [47] identifiers, then Gene Ontology [48] classifications within the 

function, process, and location categories are shown. Several options allow customizations 

of the display, including tessellation shape and colors. Figure 3 depicts an example 

screenshot of a tessellation visualization of Gene Ontology function categories of the 

proteins in a sample dataset.

6. Clinical relevance

Discovery based proteomics is a driving component for biomarker discovery, functional 

protein modifications and cellular response to perturbations. Key to these applications in 

clinical proteomics is the both the depth of proteome coverage and the confidence in 

proteomic identification of each of the data sets involved. The use of robust tools such as the 

TPP provides the groundwork for the development of these datasets that enables clinically 

relevant biological proteomics to be collected, interpreted, consolidate and ultimately shared 

[49, 50].

Proteomic analysis of cellular response is a key aim of human disease research. However, 

proteomics also plays just as significant a role in plant, animal and environmental research 

as each of these also impact human health and well-being, Therefore, comprehensive 

discovery proteomics offers the means to measure biochemical impacts of genomic 
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abnormalities, including expression of variant proteins encoded by gene mutations, protein 

copy number differences, gene amplification, deletion, silencing or changes in microRNA 

expression across many human studies as well as agricultural and environmental studies. 

Using the TPP in these studies provides a readily available system to link technically 

challenging mass spectrometry data collection to consolidated, statistically valid results for 

the biologist to understand.

With the full realization that proteins are the drivers of cellular response and ultimately 

define phenotypic characteristics, it is implicit that the tools required for proteomics readout 

must be sufficiently developed to perform basic data processing but also provide a high level 

of confidence in the results. In addition, quantitative analysis has now become the standard 

for proteomics, and although there are many technological approaches, the processed results 

must provide a degree of confidence in the data with respect to quantitative differences and 

consistency in identification from the data extraction. The current development of the TPP 

has focused directly on these aims for seamless and consistent data extraction, quantitative 

identification and statistical analysis of these results. In future releases of the TPP as detailed 

below, the integration of proteomics data with genomics data through the same simple 

pipeline will provide operator ease and increased single point data sharing greatly expand 

the relevance of proteomics data analysis in a multi-omics approach.

7. Data analysis perils

There are some limitations and potential perils when using the TPP tools that are worth 

highlighting. One is specific to the TPP, while others are generic to analysis of shotgun 

proteomics data. Avoiding them can avert situations where the processing results are 

misinterpreted and erroneous conclusions are made.

One fundamental assumption of the primary parametric model of PeptideProphet is there is 

both a population of correct identifications (positive distribution) and incorrect 

identifications (negative distribution) of sufficient size. If the population of incorrect results 

is removed, for example by filtering our all low scoring PSMs before processing with 

PeptideProphet, then the modeling results can be unpredictable, with the positive 

distribution modeled as the negative. Similarly, in cases where there is no positive 

distribution because all identifications are incorrect, the modeling may fail completely, or in 

some cases a positive model may be fit to a small population of the highest scoring incorrect 

identifications. It is therefore important to use the dashboard tool to view the modeling 

results to ensure that the models are reasonable. In cases where there are fewer than a few 

hundred PSMs with a high modeled probability, the results should be manually spot checked 

to ensure that the spectrum identifications are convincing.

A generic peril of shotgun proteomics is using an inappropriate database. The appropriate 

database for any sequence search should contain as many of the protein sequences that may 

well be present in the sample as is reasonable. Limiting the sequence database to not contain 

sequences that are known not to be present is a reasonable strategy to decrease search time 

and increase sensitivity. However, if sequences that correspond to some spectra in the 

sample are excluded, there is a significant risk that those spectra may match with the 
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incorrect peptide sequence with a high score, or even with a correct peptide sequence that 

will be associated with the wrong species. Known common contaminants should always be 

included in the search database. A suitable database for these contaminants that can be 

customized to the user’s workflow is the cRAP database (http://www.thegpm.org/crap/). In 

cases where a sample contains multiple organisms of different species, none should be 

excluded simply because they are not of interest. Rather, all sequences should be presented 

to the search engine, modeling performed with the TPP tools, and only at the end should the 

identifications of no interest be discarded. A discussion of this issue along with past cases 

where this has led to incorrect conclusions has been previously presented in detail [51].

Another peril comes when combining multiple datasets after processing. For a single 

dataset, by using the models and probabilities calculated by the TPP tools, a user can set a 

threshold of their choosing, and the resulting FDR estimated by the model is usually quite 

accurate. However, if two or more datasets are subsequently merged after this processing, 

the FDR will be different than it was for the individual datasets, and likely higher in cases 

where the samples are similar. The reason for this is that the correct identifications tend to 

be similar among datasets that are merged, while the incorrect identifications scatter 

randomly across the proteome. Consider an example of two datasets that have been each 

applied a separate threshold to a 1% protein-level FDR and claim 1000 proteins, therefore 

yielding 990 correct proteins and 10 incorrect ones. If the two datasets are replicates and 

identify the same 990 correct proteins, but different incorrect ones (since they are random), 

then the merged FDR will be ~2% (20/1010). At the other extreme, if none of the proteins 

overlap at all, only then will the FDR still be 1% (20/2000). In most real world cases, the 

situation is much closer to the former than the latter. For further discussion of this and 

related topics, see Reiter et al. (2009) [52].

A final peril presented here is the problem of choosing insufficiently stringent thresholds for 

large datasets. The TPP tools are capable of calculating FDRs at the PSM level, distinct 

peptide sequence level, and the protein level. And in typical cases for large modern datasets, 

the protein-level FDR will be much larger than the peptide-level FDR, which in turn will be 

much larger than the PSM-level FDR. While a PSM-level FDR of 1% may sound reasonably 

small, and can be appropriate for small datasets, for a dataset that has 1 million PSMs above 

threshold, there will be 10,000 incorrect PSMs. Since these tend to scatter randomly across 

the proteome, it becomes easy to falsely cover a large fraction of the entire proteome. The 

remedy for this is to be far more stringent at the PSM threshold or otherwise insist on 

suitably stringent thresholds at the protein level. See Reiter et al. [52] and Farrah et al. [53] 

and references therein for further exploration of this topic.

8. Future work

The TPP is currently primarily designed for the analysis of shotgun proteomics datasets, but 

several new workflows seem promising to extract greater information from protein samples. 

The first development is the concept of using RNA-seq data to achieve an improved 

proteomics analysis. RNA-seq can potentially improve the proteomics workflow described 

in the sections above in four ways: 1) reduce the size of the sequence search database based 

on an assumption that proteins will only be detected where transcripts are also detected; 2) 
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allow an improved sequence database that is customized to the sequence variants specific to 

the individual from which the sample was extracted; 3) aid in protein inference under the 

assumption that the presence of a particular protein will correlate with transcript presence; 

and 4) enable transcript abundance and protein abundance comparisons to gain better insight 

into the biological system. The TPP will soon support the full analysis of paired RNA-seq 

and proteomics datasets, both locally and using the AWS framework described above.

The second new technology that will soon be supported by the TPP is SWATH-MS [54] 

data analysis. In the SWATH-MS workflow, MS2 fragmentation spectra are collected using 

wide ~25 m/z isolation windows rather than the typical ~2 m/z isolation windows; further, 

the instrument steps across nearly all precursor masses within a cycle lasting a few seconds. 

This has the advantage that fragmentation spectra are collected for nearly all precursor ions 

every few seconds to create a complete record of all peptide ions in each sample. The 

disadvantage is that all MS2 spectra are quite highly multiplexed, rendering traditional 

search strategies unusable, and therefore requiring new processing techniques. However, 

these new search techniques are being developed, the results of which will be compatible 

with downstream TPP tools and therefore many of the benefits described above.

9. Conclusion

The Trans-Proteomic Pipeline release 4.8 is a mature and robust system that is ready for 

deployment in clinical settings. It can be deployed on any of the major operating systems, is 

fully usable in single desktop configurations as well as with compute clusters. The TPP now 

fully supports cloud computing using the AWS infrastructure. It has an advanced web-based 

graphical user interface and many client-side, interactive visualization features for 

exploration of data. Yet, since it primarily consists of command-line tools, it is completely 

amenable to scripting, automation, and embedding within custom data management systems. 

And perhaps best, it is fully open source with a broad user base, and can thus be built upon 

or modified to suit a variety of needs. Development continues on this system and several 

advanced new features are being finished for upcoming releases. Additional information, 

documentation, and downloads are available at http://tools.proteomecenter.org/TPP.
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Figure 1. 
The TPP provides tools for format conversion, spectrum identification, search result 

validation, protein assignment and quantification. It allows for the use of multiple 

algorithms at any step where they exist (e.g., Comet, X!Tandem, Mascot or SpectraST for 

database search). Currently each of these steps is run directly by the user using either the 

TPP Petunia graphical user interface or via command-line interface scripts.
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Figure 2. 
A partial screenshot showing a self-organizing map shown as a heatmap. On the X-axis are 

the 13 experiments ordered by clustering results. Plotted across the Y-axis is the union of all 

proteins in these samples, also ordered by clustering results. The view is zoomed such that 

many more proteins are out of view on this screen shot. The colors of the boxes range from 

blue for low abundance to red for high abundance, in this case based on label-free spectral 

counting quantification. Gray boxes represent missing data.
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Figure 3. 
A partial screenshot depicting proteins organized by Gene Ontology (GO) category with an 

example dataset. The size of each rectangle is relative to the abundance (spectral counts in 

this case) of each protein (inner rectangles) and GO annotation (outer rectangles). The colors 

are autogenerated. GO categories that have many proteins in them are shown as rectangles 

with many other rectangles inside. Rectangles with one or few inner rectangles represent GO 

categories with few associated proteins. The rectangles are ordered in order of relative 

abundance associated with each GO category. More information for each rectangle can be 

viewed via mouse over, with hyperlinks out to UniProtKB. The word “stress” is typed in the 

search term filter box, thereby shading yellow all GO terms that have the substring “stress” 

in them.

Deutsch et al. Page 17

Proteomics Clin Appl. Author manuscript; available in PMC 2015 November 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript


