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Abstract

Purpose—To assess the impact of approximations in current analytical dose calculation methods 

(ADCs) on tumor control probability (TCP) in proton therapy.

Methods—Dose distributions planned with ADC were compared to delivered dose distributions 

(as determined by Monte Carlo simulations). A total of 50 patients were investigated in this 

analysis with 10 patients per site for 5 treatment sites (head-and-neck, lung, breast, prostate, liver). 

Differences were evaluated using dosimetric indices based on a dose-volume-histogram analysis, a 

γ-index analysis and estimations of TCP.

Results—We find that ADC overestimates the target doses on average by 1–2% for all patients 

considered. The mean dose, D95, D50 and D02 (the dose value covering 95%, 50% and 2% of the 

target volume, respectively) are predicted within 5% of the delivered dose. The γ-index passing 

rate for target volumes was above 96% for a 3%/3mm criteria. Differences in TCP were up to 2%, 

2.5%, 6%, 6.5%, and 11% for liver and breast, prostate, head-and-neck and lung patients, 

respectively. Differences in normal tissue complication probabilities for bladder and anterior-

rectum of prostate patients were less than 3%.

Conclusion—Our results indicate that current dose calculation algorithms lead to underdosage 

of the target by as much as 5%, resulting in differences in TCP of up to 11%. In order to ensure 

full target coverage, advanced dose-calculation methods like Monte Carlo simulations may be 

necessary in proton therapy. Monte Carlo simulations may also be required in order to avoid 

biases due to systematic discrepancies in calculated dose distributions for clinical trials comparing 

proton therapy to conventional radiotherapy.
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1. Introduction

With an increasing number of proton centers currently being built around the world, the 

number of patients receiving full or partial treatment with proton therapy is steadily 

increasing. The standard method to calculate and optimize dose distributions for a patient 

treatment plan is based on fast analytical dose calculation (ADC) algorithms. These 

algorithms calculate dose along narrow width beams (pencils) with a certain spread. While 

more accurate dose calculation engines are available, they are not yet standard in clinical 

practice. The Monte Carlo (MC) simulation method is considered the gold standard to 

describe particle interactions and calculate the resulting dose (1). Several studies comparing 

proton dose distributions calculated with MC and ADC algorithms have demonstrated the 

shortcomings of the latter, in particular when delivering fields to heterogeneous patient 

geometries (2, 3). Soukup et al have previously reported the shortcomings of ADCs on the 

target coverage predicted by the planning system based on dose-volume histograms (DVHs) 

of six example patients (4), however, a systematic analysis of the effects has not yet been 

conducted.

In a recent study, we have assessed the clinical impact of range uncertainty margins in 

proton therapy (5). The range of protons is subject to uncertainties arising from various 

sources such as inaccuracies in patient set-up, CT imaging, conversion of CT Hounsfield 

units to material composition and limitations of the dose calculation engine. The impact of 

the latter has been assessed with respect to coverage of clinical target volumes (CTVs) (6, 

7). Margins are generally a function of initial proton energy neglecting dependencies on the 

patient geometry. We have shown that clinically defined margins can be reduced for 

homogeneous treatment sites such as prostate, liver and whole brain. On the other hand, for 

heterogeneous sites such as head-and-neck, breast and lung, the use of the currently applied 

generic range margins is insufficient to cover range fluctuations for each individual 

treatment field (5). While this previous study quantified range uncertainties due to dose 

calculation in proton therapy, it did not address target coverage. Approximations in dose 

calculation can affect target coverage two-fold, either leading to a geometrical miss from 

overestimating the range or predicting unrealistic dose homogeneity due to under- or 

overestimation of scattering effects in tissue.

In this study we investigate the clinical significance of approximations in ADCs.

2. Methods

2.1 Patient Cohort

50 patients from 5 treatment sites (10 patients per site) were selected from our clinical 

database covering the full range from relatively homogeneous patient geometries (liver) to 

patients with high geometrical complexity (air cavities and density heterogeneities in head-

and-neck, lung and breast patients) and from shallow targets (breast) to deep-seated tumors 

(prostate). Table 1 summarizes the patient cohort and lists the range of target volumes, 

prescribed doses, proton beam ranges and modulation widths.
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2.2 Analytical Dose Calculation (XiO) & Monte Carlo simulations (TOPAS)

Dose distributions for patient treatment plans for double-scattered proton therapy at the 

Francis H. Burr Proton therapy center at the Massachusetts General Hospital are calculated 

using an ADC algorithm implemented on the XiO treatment planning system (by 

Computerized Medical Systems Inc., now by ELEKTA). This ADC algorithm is based on a 

parameterized beam model propagating protons through the patient-specific compensator 

and patient geometry. The lateral spread is estimated based on a physics model developed by 

Hong et al. (8) which separates the beam into a central axis part (kernel) and a Gaussian 

fluence map to accounting for the lateral beam spread. The width of this Gaussian 

distribution is determined by the scattering angle distribution of the incident beams within 

the patient and patient-specific treatment head components.

The dose distributions predicted by the planning system were recalculated using TOPAS 

(TOol for PArticle Simulations, version beta8) (9), which is layered on top of Geant4 

(version 9.6.p02) (10). TOPAS has been extensively validated for proton therapy showing 

agreement with measurements well within clinical requirements for quality assurance 

purposes (11). TOPAS determines the material composition for each voxel in the patient 

geometry based on its CT Hounsfield unit following the approach by Schneider et al. (12) as 

described in detail elsewhere (9, 13, 14). MC simulations start with a realistic beam spot at 

the treatment head entrance. Subsequently, protons are transported through the treatment 

head with field-specific beam-shaping devices.

30 statistically independent simulations were performed to simulate each treatment field. 

Variance reduction techniques were employed as described elsewhere (15). An equivalent of 

480 million initial protons were simulated per treatment field leading to a statistical 

uncertainty in calculated dose of approximately 1% per voxel in the high-dose region. For 

comparison with the ADC algorithm, the dose-to-water scorer in TOPAS was selected using 

the treatment-planning CT grid from the ADC-based calculation.

2.3 Analysis methods

To compare the dose distributions calculated by TOPAS and the ADC algorithm, three sets 

of parameters were investigated: DVH-based indices and a 3-dimensional γ-index (16) to 

quantify dosimetric differences, and the tumor control probability (TCP) to estimate the 

clinical impact. The normal tissue complication probability (NTCP) is used to estimate the 

likelihood of side effects for organs-at-risk (OARs). Generally, the target volume of interest 

is the clinical target volume (CTV), however, for prostate and liver patients as well as some 

lung and head-and-neck patients a planning target volume (PTV) was defined instead and 

consequently used for this analysis.

The following DVH-based indices were considered for the target volumes:

• Mean target dose: the dose averaged over all voxels in the target structure

• V90: the percentage of the target volume covered by 90% of the prescription dose

• D95: the maximum dose that covers 95% of the target volume (used instead of 

minimum dose to avoid artifacts due to statistical fluctuations)
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• D50: the median target dose

• D02: the maximum dose that covers 2% of the target volume (a surrogate for the 

maximum dose)

The 3-dimensional γ-index was calculated as described by Clasie et al (17) for the full 

treatment plan. A voxel-by-voxel analysis with a γ-index criterion of 3%/3mm was used, 

with the ADC as the reference dose. The percentage of voxels passing the criterion was 

calculated for both the target volume and the entire patient (defined by the skin contour) for 

all voxels receiving at least 10% of the mean target dose in the MC-based dose distribution.

For TCP estimation we employed a logistic TCP model (18) using the mean dose. The 

required parameters D50 and γ50, representing the dose needed for 50% tumor control and 

the slope of the response curve at that point, were obtained from the literature. The 

following [D50, γ50] values were applied: breast [56.77, 1.48] (19), head-and-neck [59.3, 

2.0] (20), liver [53.0, 1.2] (21), lung [74.5, 3.52] (22), and prostate [75.5, 2.25] (23). All 

treatment regimens employed have been translated to 2Gy/fraction schedules using the 

linear-quadratic model with α/β=10Gy for all sites except prostate, where a value of 2Gy 

was used (24).

Due to the large variability of tumors and surrounding OARs in our patient cohort, we limit 

the NTCP analysis to the OARs of prostate patients (bladder and anterior-rectum). Prostate 

patient treatment plans have consistent set-up and OARs in close proximity to the target. We 

use the Lyman-Kutcher-Burman (LKB) model with parameters for bladder (a=2, m=0.11, 

TD50=80Gy) and anterior-rectum (a=8.33, m=0.15, TD50=80Gy) (25), TD50 is the dose for 

50% probability of damage, m is a parameter to control the slope and a is the exponent in the 

model equations.

3. Results

3.1 DVH-based analysis

The results for the DVH-based analysis are shown in Figure 1. The difference of the mean 

dose, D95, D50, D02 and V90 are shown for each target. Each data point represents the 

relative difference between the analytical and MC-based calculations for one patient, 

grouped by treatment site. Head-and-neck patients and lung patients show the largest 

variation in all dose related properties. Breast patients have the largest spread in V90 

coverage. For all dosimetric indices the MC values differ less than +1% to −5% from ADC.

The difference of TCP between ADC and MC is shown in the right column of figure 1. The 

largest differences are seen in lung (up to 10.4%) while the difference in TCP for breast and 

liver patients is less than 2.5%.

3.2 γ-index analysis

The results from the γ-index analysis are illustrated in figure 2. The passing rate for all target 

volumes is greater than 96.5% when considering complete treatment plans. For the whole 

patient, the passing rate for all sites is greater than 93.5%.

Schuemann et al. Page 4

Int J Radiat Oncol Biol Phys. Author manuscript; available in PMC 2016 August 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



3.3 Example patients

The largest differences outside the lung patient cohort are found in head-and-neck patients. 

The head-and-neck patient with the largest difference in TCP had a 6.5% lower TCP than 

predicted by the ADC algorithm. The corresponding MC-based dosimetric indices are 2% to 

4.5% lower than for ADC. This patient also had the lowest γ-index passing rate for the target 

among all patients under study. The dose distributions for this patient, the dose difference 

and DVHs for the CTV and the brainstem are shown in figure 3. This case is a good 

example where approximations by ADC become significant. ADCs cannot describe the 

effects of multiple-Coulomb scattering (MCS) at high-density gradients accurately 

particularly when such interfaces are parallel to the treatment field direction. For example 

streaks of over- and underdose can be seen in figure 3c distal to the interface of the nasal 

septum and air cavities.

Figure 4 displays the head-and-neck patient with the largest D50 difference (3.7%). The 

prescribed dose was 54Gy(RBE). The mean dose was 64.5Gy(RBE) due to two fields 

boosting the smaller gross tumor volume (GTV) to 70Gy(RBE). The target is covered by a 

total of 12 treatment fields. The largest differences can be observed around the oral cavity. 

While the γ-index passing rate is 99%, there are large areas in the target region under-dosed 

by more than 10% of the prescribed dose (5.4Gy(RBE)) compared to the ADC.

Figure 5 shows the patient with the largest target volume (3,424cc) including both breasts 

plus the surrounding lymph nodes. All dosimetric indices agree within 2.2%, except for 

D95, which shows a 3.8% difference. The difference in TCP is 0.5% and the γ-index passing 

rate is 97.6% for the full target, but decreases to 95.1% for the right breast only. Dose 

fluctuations occur due to MCS caused by either bone-lung or soft tissue-air interfaces 

resulting in under-dosed areas in the target or high-dose areas for example on the heart 

surface. Areas of potential clinical significance are seen inside the target where MC 

simulations predict doses 10% lower than ADC.

4. Discussion

The ADC algorithm consistently predicts a higher mean dose to the target compared to the 

MC algorithm. The differences range from <2% (liver, breast), ~2% (prostate) to up to 4% 

(head-and-neck, lung). All differences for clinically used dosimetric indices are less than 

5%. There are two factors that can cause discrepancies between ADC and MC that impact 

the dose homogeneity in the target, i.e. differences in the overall predicted dose in the high 

dose region and differences in the predicted range.

Discrepancies in predicted dose are either caused by differences in modeling of the 

treatment field before the protons reach the patient or when propagating protons inside the 

patient. Discrepancies occurring before the patient can only be attributed to modeling of 

particle-propagation through the aperture and the range compensator because both ADC and 

MC agree with measured dose distributions in water. Previous studies have shown a loss of 

equilibrium at isocenter for small fields, i.e. small aperture openings (2, 3, 26). Treatments 

for head-and-neck or lung cancer patients often include small fields. Additionally, a small 

underestimation of MCS within the aperture and range compensator causes discrepancies in 
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calculated dose increasing with range, resulting in underdose for treatment fields with longer 

ranges.

Differences in the predicted dose distributions between the two calculation algorithms 

within the patient are mainly attributed to inaccurate modeling of MCS. This results in a 

redistribution of dose, in particular when protons are propagated along high-density 

gradients such as along the nasal septum in figure 3. The most clinically significant 

differences between the calculation algorithms were seen in lung, where the largest 

differences in mean dose, D50, D95 and TCP were observed (figure 1). Apart from 

inaccurate modeling of MCS, the low density of lung tissue is an additional source of 

discrepancies in these cases due to inaccuracies in dose calculations based on water-

equivalent path-lengths (27).

The differences in range are also mainly caused by inaccurate modeling of MCS in the ADC 

as has previously been investigated (5). We estimated that the margins assigned to proton 

fields to cover range uncertainties could be reduced for some treatment sites (prostate, liver 

and whole brain). However, for more heterogeneous treatment sites (head-and-neck, lung 

and breast) these margins should be increased if generic margins are applied (5). We did 

find that range margins are sufficient for prostate and liver treatment plans, i.e. the position 

of the distal 90% dose falloff relative to the prescribed dose (R90) is always outside the 

target volume. Additional range margins would not improve tumor coverage for these sites. 

Underdosage in lung patients cannot be prevented by larger range margins either as has been 

shown elsewhere (27).

Breast treatment fields often contain sections where the planned R90 is within the target 

volume due to difficulties in plan design. Small differences in R90 can therefore be 

significant and an increase in range margin might compensate for some of the underdosage 

we see. However, most regions of underdosage are due to MCS and cannot be prevented by 

larger margins such as the low-dose regions on the left and right side in the target in figure 

5c. Head-and-neck plans are too complex to find a generic distinction between range effects 

and an overall underdosage of the target region as targets are often covered by multiple 

fields intentionally stopping inside the target.

For this analysis we investigated full treatment plans, i.e. the combination of multiple 

treatment fields, which often mitigates the effects of dose calculation uncertainties. The 

impact on TCP has been estimated using population-derived parameters (19–23, 28–30) and 

can be seen as a conservative estimate, as the slopes of the dose-response curves are likely 

steeper for individual patients. Breast fields (short range, large fields, homogeneous target) 

show very good agreement (<2% difference in mean dose and TCP). Patient geometries for 

liver treatments are homogeneous with generally larger target volumes and a wide range of 

treatment depths, resulting in mean dose and TCP differences <2.5%. Lung and head-and-

neck patients exhibit highly heterogeneous geometries. Their treatment fields have greatly 

varying ranges and often consist of multiple fields including smaller ones, resulting in 

differences of up to 4% in mean dose and up to 6.5% and 11% in TCP for head-and-neck 

and lung patients, respectively. The differences in TCP for lung show large variations (see 

figure 1), caused by the diverse spectrum of treatment regimens for this site. Early-stage 
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patients treated with hypo-fractionated regimes receive biologically equivalent doses 

exceeding 100Gy(RBE), which is in the shoulder region of the TCP curve and insensitive to 

small changes in target dose. However, patients with high-grade tumors receiving 

66Gy(RBE) in 33 fractions are in the steep part of the dose-response curve and dosimetric 

differences translate into considerable TCP changes.

Prostate treatment fields have the longest range in patients, between 23 and 27 cm. ADC 

overestimates the mean dose by 1.7%–2.6% in the target region. The small spread of mean 

dose differences (2.1% ± 0.3%) suggests a systematic source of dose overestimation. The 

TCP reduction for prostate patients is considerable, 3.5 to 5.5%. This is because the TCP 

parameters have been estimated from a high-risk patient cohort (23), because low-risk 

prostate cancer patients are not typical candidates for proton therapy.

The NTCP for bladder was found to be less than 1% for all prostate patients for both 

calculation methods. The NTCP for the anterior-rectum agreed within 1% for all patients 

with NTCP<10% (8 out of 10 patients). The remaining two patients had a NTCP of 12.7% 

and 16.0% and MC predicted a 2% and 2.7% lower NTCP, respectively. Thus, no clinically 

significant difference in NTCP was observed.

Conclusion

For the patient cohort studied we conclude that ADC algorithms may overestimate target 

dose by up to 5%. There are two reasons for this overestimation: inaccurate modeling of 

multiple-Coulomb scattering causing inaccurate predictions of the proton range and 

inaccurate predictions of the absolute dose. Clinical expansion margins are introduced to 

compensate for the range uncertainties. As previously shown (5), typically used margins 

may not always be sufficient to account for range differences in complex patient geometries. 

The absolute dose is generally overestimated. Our study shows small deviations (<2.5%) in 

mean dose for homogeneous geometries (breast, liver), up to 2.6% in deep-seated targets 

(prostate) and up to 5% in complex geometries (head-and-neck, lung). The γ-index analysis 

showed that the agreement between the two calculation methods is within 3%/3mm for over 

96% of voxels in the target.

The goal of radiation therapy is to ensure tumor coverage while minimizing normal tissue 

irradiation. We found that overall ADC overestimates the delivered dose. Additionally, the 

inaccurate modeling of MCS can result in local dose fluctuations of over 10% of the 

prescribed dose both inside and outside of the target. Dose differences can result in large 

TCP differences for lung (<11%), head-and-neck (<6.5%) and high-grade prostate (<6%). 

The differences in TCP for breast (< 2.5%) and liver (<2%) were small. NTCP was only 

investigated for prostate patients, no significant differences were found. We have confirmed 

that the majority of these effects cannot be compensated for by increasing margins because 

they are a result of the difficulties of ADCs to correctly predict MCS.

Thus, for complex geometries (head-and-neck, lung) and very deep-seated targets (prostate), 

advanced dose-calculation methods like MC simulations could be required in clinical trials 
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comparing proton therapy to conventional radiotherapy to avoid biases due to systematic 

discrepancies in calculated dose distributions.
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Summary

The clinical impact of uncertainties in analytical dose calculations was investigated by 

comparing dose-volume-histogram based properties, γ-index and tumor control 

probability for 50 patients from five treatment sites (liver, prostate, breast, head-and-

neck, and lung). Significant differences in TCP were found for lung (11%), head-and-

neck (6.5%) and prostate (6%). Liver and breast patients showed good agreement (<2.5% 

discrepancy) between the two algorithms. Predictions of normal tissue complication 

probability for prostate patients agreed within 3%.
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Figure 1. 
Summary of the dosimetric analysis: percentage difference for five sites and five dosimetric 

parameters. DXX is the maximum dose covering XX% of the target volume, V90 is the % 

of the target volume covered by 90% of the prescribed dose, and TCP is the tumor control 

probability.
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Figure 2. 
γ-index passing rate with 3%/3mm criteria for all patients for the target volume and whole 

patient.
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Figure 3. 
Head-and-neck patient with the lowest γ-index passing rate. The prescription dose for the 

CTV was 66Gy(RBE). a) and b) show dose distributions for ADC and MC, respectively, c) 

shows the difference (MC-ADC) and d) displays the DVHs for the CTV and the selected 

OARs.
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Figure 4. 
Head-and-neck patients with the largest difference in D50. The prescription dose for the 

CTV was 54Gy(RBE). a-d as in figure 3.
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Figure 5. 
Largest treatment site: breast patient treated on both breasts. The prescription dose for the 

CTV was 45Gy(RBE). a-d as in figure 3.
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