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Phenotypic heterogeneity describes the occurrence of “nonconformist” cells within an isogenic population. The noncon-
formists show an expression profile partially different from that of the remainder of the population. Phenotypic heteroge-
neity affects many aspects of the different bacterial lifestyles, and it is assumed that it increases bacterial fitness and the
chances for survival of the whole population or smaller subpopulations in unfavorable environments. Well-known exam-
ples for phenotypic heterogeneity have been associated with antibiotic resistance and frequently occurring persister cells.
Other examples include heterogeneous behavior within biofilms, DNA uptake and bacterial competence, motility (i.e., the
synthesis of additional flagella), onset of spore formation, lysis of phages within a small subpopulation, and others. Inter-
estingly, phenotypic heterogeneity was recently also observed with respect to quorum-sensing (QS)-dependent processes,
and the expression of autoinducer (AI) synthase genes and other QS-dependent genes was found to be highly heteroge-
neous at a single-cell level. This phenomenon was observed in several Gram-negative bacteria affiliated with the genera
Vibrio, Dinoroseobacter, Pseudomonas, Sinorhizobium, and Mesorhizobium. A similar observation was made for the Gram-posi-
tive bacterium Listeria monocytogenes. Since AI molecules have historically been thought to be the keys to homogeneous behav-
ior within isogenic populations, the observation of heterogeneous expression is quite intriguing and adds a new level of com-
plexity to the QS-dependent regulatory networks. All together, the many examples of phenotypic heterogeneity imply that we
may have to partially revise the concept of homogeneous and coordinated gene expression in isogenic bacterial populations.

Bacteria have evolved multiple strategies to cope with rapid
and frequent changes in their environment. These survival

strategies may include spore formation, increased production
of polysaccharides, biofilm formation or escape from biofilms
(i.e., switching from a motile into a sessile form and vice versa),
altered motility, change of metabolic capabilities, response to
antibiotics, and many more. In general, these switches are ini-
tiated by environmental or bacterially produced signals that are
perceived by a diverse array of regulators and delegated into the
corresponding regulatory networks. This presumably results in
altered transcription levels of different genes or operons, which
eventually causes a change in the phenotype and a response to
the environmental stimulus. Within this context, it is generally
assumed that the majority of a population will undergo this
switch within a short time period and that the population will
show a mostly homogeneous expression profile. During the last
decade, it became, however, evident that a certain fraction of
cells in an isogenic population behaves differently from the
others, even though the environment may not have changed
significantly. The term “phenotypic heterogeneity” thereby de-
scribes usually “nongenetic” variations that are observed be-
tween individual cells in a genetically homogeneous (i.e., iso-
genic) population (1). Within this context, the term “bistability”
describes the situation in which the population has bifurcated into
coexisting cell types (2).

It has been postulated that the ecological advantage of pro-
ducing nonconformists is linked to a spreading-the-risk strat-
egy (3–6). Thereby, switching is a statistical event as a result of
noise and can additionally be an evolved event on the basis of a
genetically encoded regulatory mechanism or a result of small
genetic variations as part of an evolutionary process (7–9). It is

further assumed that stochastic switching can be favored over
sensing-dependent switching if the environment changes in-
frequently (10).

In this minireview, we highlight recent findings with respect
to phenotypic heterogeneity. We place special emphasis on
quorum-sensing (QS)-dependent phenotypic heterogeneity.
For a broader overview on the topic of phenotypic heterogene-
ity, we provide in Table 1 a wide range of published examples
observed in Gram-positive and Gram-negative bacteria. Fur-
thermore, Fig. 1 gives a first glance at heterogeneous gene
expression observed under a microscope for a plant symbiont,
a human pathogen, and an aquatic bacterium in isogenic lab-
oratory cultures. The increasing number of published exam-
ples implies that phenotypic heterogeneity is a broadly ob-
served phenomenon within the bacterial world. It should be
considered an important component in many regulatory net-
works.
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BACTERIAL QS: A SYSTEM THOUGHT TO COORDINATE
CELLS INSTEAD OF PRODUCING HETEROGENEOUS CELL
BEHAVIOR

The term “quorum sensing” (QS) describes the intra- and inter-
specific cell-cell communication to sense population densities.

For this, cells produce, release, and detect small diffusible mole-
cules named autoinducers (AI). While Gram-negative bacteria
release molecules like the homoserine lactones (HSLs), alpha-hy-
droxy-ketones, quinolone-like compounds, and others, Gram-
positive bacteria produce and release autoinducing peptides.

TABLE 1 Recent examples of nongenetically determined phenotypic heterogeneity and bistability in bacteria

Phenotypic heterogeneity and/or bistability trait(s) Microorganism(s) Reference(s)

Presence of persister cells, resistance to antibiotics and heavy metals Staphylococcus sp., E. coli, S. Typhimurium,
P. aeruginosa, and others

37–39, 41 and references herein

SOS responsea E. coli, C. glutamicum 54, 89
Response to peptide antibiotics B. subtilis 90
Prophage induction C. glutamicum, S. oneidensis, S. pneumoniae 54–56
Quorum sensing, presence of autoinducer synthesis genes V. campbellii, V. fischeri, L. monocytogenes,

D. shibae, P. syringae, P. putida, S. fredii,
S. meliloti

13, 19, 23–25, 29, 30, 32–34, 91

Arabinose utilization E. coli 63, 64
Polyhydroxybutyrate utilization S. meliloti 92
Secretion of related genes S. fredii 30
Quorum quenching genes S. fredii 30
Motility, secondary-flagellum formation S. putrefaciens, S. Typhimurium 68, 93
Biofilm escape, motility after putisolvin production P. putida 33
Genomic island excision/transfer M. loti, Pseudomonas knackmussii 28, 94, 95
Bacterial competence, DNA uptake B. subtilis, S. mutans 71–74
Sporulation B. subtilis 9, 96, 97
Colony heterogeneity S. aureus 7
Increased lag phase E. coli 8
Surface pilus formation S. pneumoniae 98
Myo-inositol utilization S. enterica 99
Biofilm formation S. enterica, B. subtilis 100, 101
Antibiotic production Streptomyces coelicolor 102
a The SOS response is in part linked to the formation of persister cells (see reference 39 and references therein).

FIG 1 Phenotypic heterogeneous expression of various reporter gene fusions in plant-associated Sinorhizobium fredii NGR234, the human pathogen Stenotroph-
omonas maltophilia K279a, and the aquatic Janthinobacterium sp. strain HH102. Images are overlays of light and fluorescence microscopic pictures. Arrows
indicate nonfluorescing cells. All strains carry low-copy-number plasmids with a promoter fused to a fluorescence protein. (A) S. fredii NGR234 carrying
PngrI::dsRed2, a promoter fusion of the chromosomally encoded AI synthase gene in this organism (for further details, see reference 30); (B) S. fredii NGR234
carrying PtraI::mVenus, a promoter fusion of the second AI synthase gene of the organism in panel A; (C) S. maltophilia K279a carrying Pbla2::mCerulean, a
promoter fusion of the beta lactamase 2 gene; (D) Janthinobacterium sp. HH102 carrying PvioA::mCherry, a promoter fusion of the vioA gene, the first gene of the
violacein biosynthesis operon; (E) S. fredii NGR234 carrying PtraI::gfp and PngrI::dsRed2 promoter fusions on the same plasmid. All images were extracted from
unpublished work from our laboratory.
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When a certain AI threshold concentration is reached, it is com-
monly accepted that the whole population collectively activates
gene expression of QS-controlled genes in a well-coordinated
manner (11, 12) (Fig. 2A). While this has been the classical view
for many years, there is now growing evidence that QS-depen-
dent responses of microorganism are not always homogenous
(Fig. 2B).

One of the first examples of a heterogeneous QS response has
been reported for the model organism Vibrio fischeri and its QS-
dependent bioluminescence (13). V. fischeri is a Gram-negative
marine bacterium that frequently colonizes the light organs of fish

and squid species (14, 15). Cell-cell communication in this micro-
organism has been studied very extensively over the last 4 decades,
and it is perhaps one of the best-understood systems with respect
to QS (16). V. fischeri encodes a single LuxI synthase that is in-
volved in the synthesis of a 3-oxo-C6-HSL. Together with luxI, six
genes are found in the same operon (luxICDABEG). Upstream of
the lux operon, the corresponding regulator (i.e., luxR) is found
(17). All together, these genes are involved in the biosynthesis of a
luciferase protein, and their well-coordinated expression finally
results in the observed bioluminescence through the reversible
oxidation of a bacterially produced long-chain aldehyde and a
reduced flavin mononucleotide. The expression of the V. fischeri
lux operon is controlled through QS. At low cell densities, the lux
genes are only weakly transcribed, whereas at high cell densities,
the lux genes are transcribed at high levels. Light emission is ob-
served only when a threshold concentration is reached, and until
recently, it was assumed that virtually all cells would activate the
lux operon’s transcription, resulting in a cell density-dependent
bioluminescence in isogenic populations (18) (Fig. 2A).

Interestingly, Perez and Hagan (13) provided evidence that
individual cells differ widely in the onset of their bioluminescence
and in their light intensities. Within their study, they convincingly
demonstrated that on a time scale of 150 to 250 min, the biolumi-
nescence of V. fischeri depends to a large extent on the exogenously
added AI. However, the authors also described a large degree of
cell-to-cell variability in their study. Obviously, many cells lumi-
nesced at very modest levels, while a small fraction of cells emitted
much more brightly. The cells also responded on different time
scales to the added AI. Based on these observations, the authors of
that study postulate that the AI controls the overall behavior of the
population but is less active at the single-cell level (13) (Fig. 2B).

One of the first studies reporting phenotypic heterogeneity in
the QS-dependent regulatory network within the genus Vibrio was
published by Anetzberger and colleagues for Vibrio harveyi (re-
cently reclassified as Vibrio campbellii) (19). In V. campbellii, ex-
pression of the lux operon is regulated through the concentration
of the AI, which is an N-(3-hydroxy-butanol)-L-homoserine lac-
tone (20). The bioluminescence in V. campbellii is heterogeneous,
similar to the above-made observation for V. fischeri and in con-
trast to the general belief that a high AI concentration leads to
synchronized gene expression in virtually all cells of genetically
identical populations. Anetzberger and colleagues observed that
despite high cell densities, only 69% of the cells produce biolumi-
nescence. Additionally, the strength of the bioluminescence varies
throughout the glowing cells. In the background of a luxO mutant,
all cells luminesce (19) (Fig. 3A). LuxO is known to collect all
information of the three AI-specific sensor kinases in V. campbellii
and thereby to regulate the synthesis of four small RNAs that are
involved in destabilizing the luxR transcript. LuxR acts as a master
regulator in the QS-responsive network (21–23). Further studies
implied that other AI-dependent genes are heterogeneously ex-
pressed in V. campbellii as well. Among these are the luxC, vscP,
and vhp genes. AI-independent genes appear to be mostly homo-
geneously expressed in V. campbellii, in contrast to the heteroge-
neous expression of AI-dependent genes (24).

Another interesting aspect of AI-linked heterogeneity was re-
cently identified in the alphaproteobacterium Dinoroseobacter shi-
bae (25). D. shibae is a member of the Roseobacter clade, which is
highly abundant in marine habitats (26). Surprisingly, heteroge-
neous cell morphology in D. shibae is controlled in a QS-depen-

FIG 2 Two regulatory models that explain AI-dependent gene expression. (A)
Classical textbook model of QS-dependent gene expression in Vibrio and other
genera. Until recently, AI molecules were thought to be responsible for well-
coordinated gene expression resulting in homogenous cell behavior. After
reaching a certain threshold of AI concentration (dotted gray line) within a
growing culture, all cells of the population turn on cell density-dependent
genes like the lux genes in Vibrio and virtually all cells luminesce with the same
signal intensity. (B) Only recently have independent research teams discovered
a partly heterogeneous expression of QS-dependent genes in V. fischeri and V.
campbellii. Not only did phenotypic heterogeneity in Vibrio result in the ob-
servation of on or off cells, cells also differed in the signal intensities through-
out isogenic populations (13, 19, 24).
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FIG 3 QS-dependent phenotypic heterogeneity observed in the two model organisms Vibrio harveyi and Sinorhizobium fredii. (A, top) The wild type of V. harveyi
shows phenotypic heterogeneity with respect to AI-controlled lux gene expression. (Middle) If the regulator luxO is deleted, all cells turn on. (Bottom) When
externally added AI is present, all cells turn on. (B, top) The wild type of S. fredii shows phenotypic heterogeneity with respect to the AI synthase gene traI.
(Middle) After deletion of the AI synthase, all cells turn on. (Bottom) Once externally added AI is present, all cells turn on. For further details, see references 23,
24, and 30.
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dent manner. The D. shibae cell shape is highly variable, as it
ranges from variously sized ovoid rods to long filaments, and this
goes in parallel with a high copy number of chromosomes. Cells
divide either by binary fission or by budding from the cell poles. D.
shibae encodes in its genome three AI synthases and luxI homo-
logues, which produce AI molecules ranging from C14- to C18-
HSL. Unexpectedly, the deletion of only one of the three lux genes
resulted in highly homogeneous cell morphologies. The deletion
of the luxI1 gene abolished the synthesis of any AI molecule by this
strain. Further, the authors of this study convincingly demon-
strated that the phenotype of a luxI1 mutant could be restored by
the addition of the corresponding C18-HSL at saturating concen-
trations. Additional transcriptome analyses in the background of
this deletion mutant further supported the hypothesis of the AI-
dependent morphological cell variability (25).

Within this framework, the QS-dependent DNA transfer and
excision of a symbiotic island of Mesorhizobium loti has been ob-
served. M. loti is a nitrogen-fixing alphaproteobacterium that is
able to establish a symbiosis with legume plants. Its symbiotic
genes (i.e., nod, nif, and fix) are found on a symbiotic island that
has been designated ICEM/SymR7A (27). ICEM/SymR7A is excised
and transferred in an AI concentration-dependent manner, dur-
ing which the occurrence of excision events varies between single
cells within an isogenic culture. In a laboratory culture of M. loti,
the excision frequency of the symbiotic island was only 1% in the
stationary growth phase compared to 40 to 70% in the exponential
growth phase. The introduction of additional copies of traR, the
regulator of the AI system, and the deletion of qseM, an antiacti-
vator of the M. loti AI system, led to an upregulation of the sym-
biotic island excision to almost 100%. Additionally, the deletion of
qseC, a modulator of qseM’s transcription, resulted in a reduced
excision frequency in individual cells and an increase in the level of
the synthesized AI molecules (28).

The AI systems in Pseudomonas syringae and Xanthomonas
campestris are heterogeneously expressed over a long time period
of growth in laboratory cultures. The heterogeneity is not influ-
enced by the addition of external AI, which leads to the conclusion
that the heterogeneity of the AI systems of these two strains is not
regulated in response to the AI concentration. The authors pro-
vided evidence that even the addition of 20 to 35 �M AI or diffus-
ible signaling factor to the culture media did not significantly re-
duce the fraction of non-QS-responsive cells present in the
population. In fact, they observed that in both organisms, the
number of uninduced cells ranged from 18 to 25% (29). This is
intriguing, since in the majority of all other studied organisms, the
expression frequency at the single-cell level was affected by the
concentration of the available AI.

In a recent report from our lab, we provided evidence that
plant-released molecules can override AI signals that are involved
in the regulation of phenotypic heterogeneity. For these studies,
the alphaproteobacterium Sinorhizobium fredii NGR234 was cho-
sen as a model organism. This organism is a plant symbiont that is
able to fix nitrogen in the root nodules of many legumes. In batch
cultures, the two AI systems, TraI/R and NgrI/R, are heteroge-
neously expressed (Fig. 1A and B) (30). Further work from our
laboratory thereby implies that some cells turn on the traI gene
and others the ngrI gene; however, only a few cells turn on both
genes at the same time (Fig. 1E).

In contrast to the heterogeneous behavior of P. syringae and X.
campestris, the heterogeneous behavior of the two S. fredii AI sys-

tems can be quenched by either the external addition of 50 �M AI
or the deletion of the corresponding AI synthase gene (30). The
upregulation of the AI systems in the background of the AI syn-
thase deletion mutants was in part verified by population-wide
transcriptome data (31). Not only the AI themselves but also the
addition of crude plant root exudates or octopine as a plant-re-
leased molecule caused a more homogenous expression of the AI
systems (30). Part of this study was confirmed by tests with the
close relative Sinorhizobium meliloti using a sinI reporter gene fu-
sion (32). Further investigations in S. fredii NGR234 indicated
that quorum quenching genes and a type IV pilus gene cluster
showed phenotypic heterogeneity that was independent of the in-
fluence of cell-cell communication signals (30).

Within this context, a recently published study on single-cell
analyses of Pseudomonas putida strain IsoF implied that QS in-
duces the production of the biosurfactant putisolvin, which trig-
gers asocial motility of induced cells out of microcolonies. The
biosurfactant synthesis is turned on by the stochastic switch of the
AI system of P. putida. These observations lead to the assumption
that in early growth stages, the QS signals are not released but
rather directly bind to the AI receptors of the producing cell, re-
sulting in an individually regulated gene expression. This in turn
causes individual-based behavior in younger biofilms and not, as
assumed for QS regulatory networks, to a group-based behavior.
Removing cells with the highest AI concentration exerted a nega-
tive feedback on the left-behind cells (33).

Finally, it is noteworthy that heterogeneity with respect to QS is
not restricted to Gram-negative bacteria. In the Gram-positive
bacterium Listeria monocytogenes, a similar QS-dependent pheno-
typic heterogeneity could be observed (34). L. monocytogenes is a
facultative intracellular food-borne pathogen that can cause se-
vere infections in humans and animals. It is widely spread in the
environment but often occurs in processed food samples (35). In
this bacterium, the autoinducer is a peptide encoded by the agrD
gene. agrD is found together with the agrB, -C, and -A genes in an
operon. agrC encodes a two-component histidine kinase, AgrA a
response regulator, and AgrB a protein that is involved in the
processing of the precursor peptide agrD into a mature autoin-
ducing peptide. Fusing the agr promoter region with a green flu-
orescent protein (GFP), Garmyn and colleagues provided evi-
dence that the agr system is in general highly heterogeneously
expressed in L. monocytogenes (34). They employed five different
strains in their study, in which heterogeneity was observed with
respect to the expression of a fused reporter for the agr genes.
Therefore, the authors concluded that the agr system is in general
subject to heterogeneous regulation. However, in different iso-
lates, the percentages of “on” Agr cells significantly differed and
ranged from 15 to 73%. It appeared that the overall ratio of off to
on cells was strain dependent. The growth conditions, i.e., liquid
culture or growth in biofilm flow cells, had a significant impact on
the degree of heterogeneity as well. In fact, biofilm lifestyle ap-
peared to increase the observed heterogeneity of L. monocytogenes
cells.

All together, these many examples of QS-dependent pheno-
typic heterogeneity may demand a careful reviewing of the classi-
cal model of QS-dependent cell-cell communication in which vir-
tually all cells are believed to be in either the on or the off mode
(Fig. 2A). Thereby, the model might need only a better definition
for the level of homogeneity, which is thought to occur in QS-
dependent regulons (Fig. 2B).
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PERSISTER CELLS AS A CLASSICAL MODEL FOR
PHENOTYPIC HETEROGENEITY

A well-studied system with respect to phenotypic heterogeneity is
the phenomenon of persister cells. This phenomenon was already
observed in the mid-40s of the last century, when Bigger described
the occurrence of Streptococcus pyogenes persister cells in an expo-
nentially growing culture that had been treated with penicillin
(36). In these experiments, a small fraction of a homogeneous
population entered a distinct physiological state in which they
were not killed by antibiotic treatment. Usually, these were less
than 0.1% of the whole population. Much research has been fo-
cused on the exploration of the molecular keys linked to the per-
sister phenomenon (37–41). Bertram and colleagues recently pro-
vided evidence that toxin-antitoxin (TA) systems play a key role in
the regulatory network of persisters (42, 43). These systems con-
sist of a toxin, which is normally a stable protein that interferes
with vital cellular functions, and a cognate antitoxin, an unstable
protein or RNA molecule, which regulates the toxin level. The
most prominent example of a TA system controlling persistence is
the Escherichia coli hipAB TA system. The newest results imply an
inactivation of the Glu-tRNA synthase by the toxin HipA, which
leads to an activation of RelA-mediated (p)pp(G)pp synthesis.
The increased (p)pp(G)pp levels indirectly result in multidrug
tolerance (44). The inactivation of HipA is mediated through the
binding to HipB, which additionally leads to a conformational
change of HipA (45). Essential to the regulatory effect of the hipAB
system is a threshold concentration of HipA. When the threshold
is exceeded, cells turn into persisters. This on and off switch is
driven by the proteolysis of the antitoxin, by stochastic fluctua-
tion, or by any change in the growth rate (39). Recently, the hipAB
system of Shewanella oneidensis was characterized, and a ternary
HipAB-DNA complex different from the one from E. coli was
observed (46). Since persister cells are highly problematic with
respect to antibiotic treatments of infectious diseases, much em-
phasis has been placed on the development of drugs that suppress
the development and survival of persister cells (47–53).

PHENOTYPIC HETEROGENEOUS GENE EXPRESSION IS A
WIDELY OBSERVED PHENOMENON

Phenotypic heterogeneity has been observed in a wide array of
Gram-negative and Gram-positive bacteria. To give a better over-
view, we have assembled many published examples of phenotypic
heterogeneity in Table 1. In the following section, we address a few
selected phenomena that are subject to phenotypic heterogeneous
regulation and have recently been uncovered.

SPONTANEOUS PROPHAGE INDUCTION AS A DRIVER OF
PHENOTYPIC HETEROGENEITY

Recent studies with Corynebacterium glutamicum, Shewanella
oneidensis, Salmonella sp., and Streptococcus pneumoniae indicated
that lysis of a small number of cells by spontaneous prophage
induction is beneficial to the remainder of the population and
increases the overall fitness of the population with respect to sur-
vival and biofilm formation (54–57). In the Gram-positive, bio-
technologically important microorganism C. glutamicum ATCC
13032, a spontaneously induced SOS response is partly responsi-
ble for the induction of prophages (54). The authors of that study
observed a positive correlation between the spontaneous activa-
tion of the SOS response and the spontaneous induction of the
prophage CGP. Interestingly, not every cell that turns on the SOS

response induces prophage excision at the same time. An exceeded
threshold of a certain, yet unknown, SOS response regulator is
probably responsible for prophage induction in this bacterium
(54).

S. pneumoniae is a potent biofilm producer that colonizes the
upper respiratory tracts of humans and is the cause of many in-
fections (58, 59). The majority of genomes of pneumococcal iso-
lates showed a high prevalence of lysogenic bacteriophages (60,
61). Carrolo et al. convincingly demonstrated that biofilms
formed by phage-infected bacteria are characterized by a higher-
than-normal biomass and cell viability. Their data suggest that the
DNA release of individual cells that are lysed after phage induction
results in more-robust biofilms (55).

Likewise, the biofilm of S. oneidensis MR-1 is stabilized by ex-
ternal DNA (eDNA) that is released by individual cells after phage
lysis. S. oneidensis MR-1 encodes three prophages in its genome,
which are activated through UV radiation and other stresses, like
ionizing radiation (62). Spontaneous phage lysis produces signif-
icant amounts of free eDNA, which plays a major role during
surface attachment and development of three-dimensional bio-
film structures, with which the different prophages contribute to
different stages of biofilm formation (56).

METABOLIC ACTIVITIES ARE NOT ALWAYS UNIFORM IN
BATCH CULTURES

Yet another recent example for heterogeneous expression of genes
linked to metabolic traits concerns the arabinose utilization sys-
tem in E. coli (63, 64). With quantitative time-lapse microscopy
and by challenging E. coli cells with very low concentrations of
arabinose, a time delay in the response of single cells to arabinose
was discovered. This delay corresponded directly to the arabinose
concentration. In this study, cells were trapped in microfluidic
devices, and the authors showed that heterogeneity was linked to
the uptake of externally supplied arabinose. The established sto-
chastic model allowed the conclusion that the heterogeneous tim-
ing of gene induction was related to a broad distribution of uptake
proteins expressed by the cell at the time of arabinose addition.
Further, they showed that the off switching triggered by the sud-
den removal of arabinose is quite homogeneous and fast. The
rather quick off switch was independent of internal arabinose deg-
radation. Within this context, it is noteworthy that the usual noise
generated is a result not only of regulation of the level of mRNA
production but also of the level of enzyme activity per se. There-
fore, fluctuations during the expression and folding of cataboli-
cally active enzymes can propagate and cause significant growth
fluctuations in E. coli when it is grown on lactulose (65).

SOME CELLS MOVE DIFFERENTLY THAN OTHERS

Chemotaxis and motility have, as well, been reported to be subject
to phenotypic heterogeneity, and it was suggested that the behav-
ior of cells exhibited larger temporal variations at time scales rang-
ing from seconds to minutes (66, 67). Within this context, Buben-
dorfer and colleagues recently reported on the secondary
Shewanella putrefaciens CN-32 flagellar system, which is induced
under planktonic conditions within a distinct subpopulation.
This results in the formation of at least one lateral flagellum in
addition to the primary polar flagellum and is advantageous to the
cell with respect to bacterial spreading. Cells that express the sec-
ondary filaments were more fit with respect to spreading on soft-
agar plates and through medium-filled channels despite having
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lower swimming speeds than their mono-flagellated counterparts.
It is likely that the second flagellum is advantageous for directional
movement and ultimately leads to a more efficient chemotaxis
(68).

BACTERIAL COMPETENCE IS HETEROGENEOUS WITHIN
ISOGENIC POPULATIONS

Bacterial competence is yet another process for which bistability
and phenotypic heterogeneity can be observed. Natural compe-
tence is a complex process controlled by a regulatory network that
ultimately allows the uptake of exogenous DNA from the environ-
ment. For detailed reviews, see references 69 and 70. Bacillus sub-
tilis, Streptococcus pneumoniae, and Streptococcus mutans have
been used as model organisms to characterize heterogeneity dur-
ing this process. In all three bacterial strains, only a small fraction
of the cells within an isogenic population will eventually be com-
petent (71–74). For B. subtilis, a certain threshold concentration
of ComK, the key competence-associated transcription factor, is
responsible for an autostimulatory process that finally leads to
genetic competence (74, 75).

Competence in S. pneumoniae is triggered by the secreted pep-
tide pheromone competence-stimulating peptide (CSP), encoded
by comC. CSP is bound by the receptor ComD, which forms a
two-component signal transduction system with ComE and
thereby responds to the external CSP concentration. Additionally,
ComE activates the transcription of comAB and comCDE, induc-
ing a positive-feedback loop that drives the cell toward the com-
petent state. Cells that are not in the competent state are attacked
and lysed by competent cells (reference 76 and references herein).
This phenomenon is responsible for the observed heterogeneity.

Competence in S. mutans is regulated in a similar way. The
competence-induced population of S. mutans segregates into au-
tolysing cells and cells that become competent due to an imbal-
ance in the CipB/CipI ratio. Besides these two cell fractions, a third
fraction of cells that is not competent and carries low levels of
ComE is observed (72, 73). The newest research results provide
evidence that small peptides also play a key role in the competence
regulation of S. mutans (77).

MEASURING PHENOTYPIC HETEROGENEITY AT A SINGLE-
CELL LEVEL

Demonstrating the development of single cells within a popula-
tion and thereby monitoring the fate of individual cells and their
heterogeneous behavior over time are essential parameters for as-
sessing the impact of phenotypic heterogeneity. Well-established
methods for measuring phenotypic heterogeneity are time-lapse
fluorescence microscopy and flow cytometric analyses or a com-
bination of both. Additionally, the development of microfluidic
devices and cell traps has been very helpful for data evaluation and
single-cell tracking (72, 78–81).

With the exception of the studies on Vibrio in which naturally
occurring bioluminescence was recorded, the majority of pub-
lished studies have made use of fluorescence proteins (i.e., variants
of the GFP) for the detection of gene expression at a single-cell
level (Table 1). Mainly because of the high signal intensity needed
for the detection of single cells for many of these studies, low-,
medium-, or high-copy-number vectors were used. Therefore, the
use of reporter genes in self-replicable plasmids might in part be
problematic with respect to the regulation and expression of the
target genes through the corresponding regulators, usually en-

coded on the bacterial chromosome in a single copy. This could be
a problem especially when single-copy regulators are involved and
their binding sites within the targeted promoter are outcompeted
by the binding sites on the high-copy-number plasmids. Further,
the maturation time of the fluorescing proteins employed will
most likely have an impact on the outcome of the study (82, 83).

Besides the use of fluorescence proteins, the use of the fluoresc-
ing dyes Syto 9, propidium iodide, and 3,3=-diethyloxacarbocya-
nine iodide [DiOC2(3)] proved to be useful for the identification
of subpopulations with reduced viability and membrane potential
within C. glutamicum populations (84). Other studies employed
in situ reverse transcription-PCRs at a single-cell level in combi-
nation with a single-cell beta-galactosidase assay to monitor het-
erogeneous expression of the lac operon in Salmonella enterica
serovar Typhimurium (85). The detection of single mRNA mole-
cules in individual cells might also be useful for analysis of pheno-
typic heterogeneity (86).

Within this context, culture conditions will also have a major
impact on the outcome of any study, especially since it is well
known that laboratory cultures cannot be considered truly ade-
quate models for natural systems; besides, high variations of en-
vironmental parameters are known to occur with often-stable
subpopulations in batch cultures. In particular, oxygen limita-
tions and gradients of oxygen might affect the outcomes of the
studies. This will be true for many of the GFP-based studies, as
oxygenation of a tyrosine at position 67 is a rate-limiting step in its
fluorescence (87). Further, is should be kept in mind that the
bioluminescence of Vibrio also depends on oxygen availability due
to the catalytic mechanism employed by the luciferase (88).

IS PHENOTYPIC HETEROGENEITY ALWAYS ONLY
PHENOTYPIC?

With respect to the observation of phenotypic heterogeneity in a
wide range of bacteria (Table 1), the question of how phenotypic
the observed heterogeneity is may arise. It is likely that the ob-
served phenomenon is in fact often related to genotypic changes
caused by single nucleotide polymorphisms (SNPs) that poten-
tially lead to a different phenotypic outcome for a certain subpop-
ulation. One such example has been reported for the growth of
Staphylococcus aureus on a laboratory medium with a high Mg2�

content (7). The parent strain divides into three subpopulations
when growing on these plates: an orange center region (O) and a
white (W) and a yellowish (Y) surrounding region. The transcrip-
tional changes in the W strain match a point mutation in the
RsbW anti-sigma factor. This leads to a loss of function of the
kinase active residue, which in turn results in a nonfunctional �B

complex. A �B deletion mutant shows the same QS hyperactiva-
tion phenotype as the W substrain, which leads to a growth ad-
vantage over the parent strain. Additionally, the Y strain revealed
mutations in the GraRS and WalKR two-component systems
causing a higher-than-normal resistance capacity against vanco-
mycin and the bacteriocin Bsa (7). Yet another example of
genomic mutations leading to phenotypic heterogeneity has re-
cently been described for E. coli cultures that had been repeatedly
treated with ampicillin. Sequencing of antibiotic-tolerant strains
identified various mutations leading to stable subpopulations
with altered growth behavior (8). These are only a very few and
very recent examples of phenotypic heterogeneity that is caused by
genetic changes instead of a stochastic or regulatory switch, and it
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is likely that others that uncover phenotypic as genotypic hetero-
geneity will follow.

Independently from the mechanisms through which pheno-
typic heterogeneity arises within a population, the many examples
that have been published over the last 5 years indicate the wide
occurrence and general importance of phenotypic heterogeneity
for coordinated bacterial behavior. All together, these examples
have significantly advanced our knowledge of the molecular keys
involved in generating phenotypic heterogeneity within isogenic
and homogeneous cultures. Because of the frequent occurrence of
phenotypic heterogeneity, we may need to ask if truly homoge-
nous and isogenic cultures exist at all. Within this framework, it is
perhaps safe to speculate that phenotypic heterogeneity is a very
common phenomenon that occurs in virtually any bacterial cul-
ture even though it is believed to be homogeneous, as this was the
case for the QS-dependent processes.
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