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Segmentation decreases the magnitude of the tilt illusion
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In the tilt illusion, the perceived orientation of a target
grating depends strongly on the orientation of a
surround. When the orientations of the center and
surround gratings differ by a small angle, the center
grating appears to tilt away from the surround
orientation (repulsion), whereas for a large difference in
angle, the center appears to tilt toward the surround
orientation (attraction). In order to understand how
segmentation/perceptual grouping of the center and
surround affect the magnitude of the tilt illusion, we
conducted three psychophysical experiments in which
we measured observers’ perception of center orientation
as a function of center-surround relative contrast,
relative disparity depth, and geometric features such as
occlusion and collinearity. All of these manipulations
affected the strength of perceived orientation bias in the
center. Our results suggest that if stronger
segmentation/perceptual grouping is induced between
the center and surround, the tilt repulsion bias
decreases/increases. A grouping-dependent tilt illusion
plays an important role in visual search and detection by
enhancing the sensitivity of our visual system to feature
discrepancies, especially in relatively homogenous
environments.

Many visual illusions are the result of contextual
modulation: Influenced by contextual information, we
often perceive things differently from their physical
reality. In the case of orientation perception, it has been
demonstrated that the orientation of the surround
affects the perceived orientation of the center (Blake-
more, Carpenter, & Georgeson, 1970; Gibson, 1937;
Goddard, Clifford, & Solomon, 2008; Schwartz,
Sejnowski, & Dayan, 2009). A central grating is
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perceived as tilted away from the orientation of a
surround grating when the two orientations are similar;
this is called the direct (repulsion) form of the tilt
illusion. When the center and surround orientations
differ considerably, the perceived orientation of the
central grating is attracted toward the surround
orientation, which is known as the indirect (attraction)
tilt illusion. The relative orientation between the center
and surround determines whether we perceive the
repulsion or attraction effect.

The neural basis for the tilt illusion can be modeled
as changes in the tuning curves of individual orienta-
tion-selective units in the presence of the surround
(Blakemore, Carpenter, & Georgeson, 1971; Blakemore
& Tobin, 1972; Clifford, Wenderoth, & Spehar, 2000;
Gilbert & Wiesel, 1990; Schwartz, Hsu, & Dayan,
2007), and with the perceived orientation of the center
being determined by the vector average (Georgopoulos,
Schwartz, & Kettner, 1986) of the units’ responses. The
effect can also be modeled by lateral interactions at the
population level (Bednar & Miikkulainen, 2000;
Solomon, Felisberti, & Morgan, 2004). Electrophysio-
logical results have demonstrated that modulations of
neural response by surrounding context include mag-
nitude variation (Cavanaugh, Bair, & Movshon, 2002;
Levitt & Lund, 1997; Li, Thier, & Wehrhahn, 2000;
Muller, Metha, Krauskopf, & Lennie, 2002; Sengpiel,
Sen, & Blakemore, 1997; van der Smagt, Wehrhahn, &
Albright, 2005), broadening or sharpening of tuning
widths (Gilbert & Wiesel, 1990), and repulsive or
attractive shifts in preferred orientation (Felsen,
Touryan, & Dan, 2005; Gilbert & Wiesel, 1990). The
tuning curve changes may serve to optimize sensory
coding (Clifford, Wenderoth, & Spehar, 2000;
Schwartz, Hsu, & Dayan, 2007; Simoncelli, 2003).
Using principles of efficient coding of the input signals,
the extra constraint provided by the context allows the
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central detectors to remove statistical dependencies,
which acts as a transform that reduces redundancies
among inputs (Attneave, 1954; Barlow, 1961; Li &
Atick, 1994; Olshausen & Field, 1996). A simple
efficient coding transform is divisive gain control
normalization (Albrecht & Geisler, 1991; Carandini &
Heeger, 1994, 2012; Heeger, 1992; Lyu, 2010, 2011),
which nicely explains nonlinear response properties of
neurons in primary visual cortex (Carandini, Heeger, &
Movshon, 1997; Schwartz & Simoncelli, 2001; Simon-
celli & Schwartz, 1999).

Further studies (Coen-Cagli, Dayan, & Schwartz,
2012; Schwartz, Sejnowski, & Dayan, 2006; Schwartz et
al., 2009) have shown that this divisive normalization
process may only apply when the center and context are
perceptually assigned to the same object or segment in
natural scenes. Based on statistical measurements in
natural images, Schwartz and colleagues (2009) re-
ported that across segmentation boundaries, the
orientation dependence between the central and sur-
round patches was greatly reduced. Therefore, they
proposed to combine a segmentation factor with a
divisive gain control model to account for natural
image statistical dependence more accurately. This
model provides a unified explanation for both repulsion
and attraction in the tilt illusion. In their model, the
segmentation factor is controlled by center-surround
relative orientations. The closer the relative orienta-
tions, the more likely they share the same gain pool. In
this study, we explored whether segmentation/percep-
tual grouping cues other than relative orientation could
be used by the visual system in a similar way to
manipulate the tilt effects. Specifically, we tested local
image features of relative contrast and disparity depth
(Experiment 1), and geometric features, such as
occlusion (Experiment 2) and collinearity (Experiment
3), in influencing the perception of central orientations.

For relative contrast, the greatest tilt repulsion
occurs when the center and surround gratings have the
same contrast (Durant & Clifford, 2006; Tolhurst &
Thompson, 1975), suggesting that contrast differences
might provide segmentation cues to reduce the magni-
tude of the tilt bias. The effect of contrast cues on the
tilt attraction has not been studied thoroughly.
Previous findings showed that manipulations of spatial
separation or spatial frequency have no significant
effect on the attraction (Wenderoth & Johnstone, 1988)
even though they change the tilt repulsion (Georgeson,
1973; Tolhurst & Thompson, 1975). We asked whether
this pattern of results extends to the contrast cues, and
whether the contrast cues affect the tilt repulsion and
attraction differently.

Similarly, effects of depth disparity on the tilt
illusion are unclear. Using line segments, Sakai & Hirai
(2002) and Westheimer (1990) observed that apparent
tilt did not depend on the stereo disparity cues between
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the target and contextual bars. However, Durant and
Clifford (2006) obtained reduction of the tilt repulsion
with stereo disparity cues between the center and
surround gratings. Since relative depth cues, just like
relative contrast cues, would influence perceptual
segmentation between the center and surround, we
expected that both could manipulate tilt biases
(Experiment 1) in a manner that could be predicted by
the Schwartz model (Schwartz et al., 2009).

In addition to the relative contrast and disparity
depth between the center and surround, geometric
features could also be an important factor for
segmentation/perceptual grouping. For example, in
three-dimensional (3-D) space, an occluding ring in
front of a border between target and context would
make the border ambiguous and actually encourage the
grouping of the center and surround. This would leave
the filtering input unchanged in the Schwartz model,
and more directly reveal the effect of segmentation/
perceptual grouping on the tilt repulsion (Experiment
2). Spatial layout is another cue that influences
perceptual organization. Based on the natural image
statistics, the end position along the central elements
follows the most frequent direction of edge co-
occurrence (Geisler, Perry, Super, & Gallogly, 2001;
Sigman, Cecchi, Gilbert, & Magnasco, 2001). This
result indicates that surround patches that are collinear
with a central grating would provide stronger evidence
for contour grouping than patches flanking the center.
Hence, we predicted that this collinear layout would
show different effects on the central orientation
perception (Experiment 3).

In the three experiments described below we
systematically measured the tilt illusion affected by
different segmentation cues between the center and
surround, and sought to understand how the visual
system responds to central orientation given various
combinations of segmentation/perceptual grouping
cues. In the first experiment, we examined whether the
tilt illusion could be influenced by contrast and depth
differences between the center and surround. To
account for our results, we expanded the segmentation
model by Schwartz et al. (2009) to include the contrast
and depth cues. We showed that the model could
account for the decrease of the tilt effects and
orientation-tuning shift of the tilt biases as a function
of relative orientation. In the second experiment, we
used an occluding ring to affect perceptual grouping
while maintaining the filtering activation in the
Schwartz model. As predicted, increase of perceptual
grouping cues led to stronger tilt repulsion. In
Experiment 3, we measured the tilt repulsion with
different surround spatial layouts, which showed that
the maximal repulsion bias occurred when gratings
were along the end locations of the central stimulus.



Journal of Vision (2013) 13(13):19, 1-17

Experiment 1: Relative contrast and

depth

Methods
General

Six observers (mean age: 29 years, three males) with
normal or corrected-to-normal visual acuity were
tested. All were trained for a short time (2-5 min) in
order to get acquainted with the task and to obtain
ranges of individual stimuli variation. Four observers
participated in all experimental conditions, and two
observers completed six out of eight conditions.

Visual stimuli, sinusoidal gratings of the same mean
luminance as the background, were generated using
Matlab (Mathworks, Inc., Natick, MA) in conjunction
with the Psychophysics toolbox (Brainard, 1997; Pelli,
1997). They were displayed on a high-resolution
monitor (1600 x 1200 pixels, 60 Hz refresh rate, NEC
MultiSync LCD 2190 uxi, NEC Corporation, Tokyo,
Japan) connected to a Mac mini (Apple, Inc.,
Cupertino, CA). Observers were seated 60 cm away
from the screen. A stereoscope and split screen were
used in all conditions to maintain consistency across
conditions, and at the beginning of each session, the
stereoscope was adjusted by aligning two short nonius
lines.

Procedure

Observers were shown stimuli at the center of the
visual field, and were required to make binary
judgments about the orientation of the central grating
as tilted clockwise or counterclockwise from vertical.
Stimulus duration was 500 ms. The observer’s key-
board response initiated the next trial. A fixation point
was displayed at the center of the screen at all times.
The central circular test grating was 1° of visual angle in
diameter and the surrounding annular grating was 3° in
diameter. Both central and surround grating had a
spatial frequency of 2 cycles per degree.

In order to obtain a psychophysical measure of
subjective vertical, the orientation of the central grating
was varied around the vertical based on a random,
double-staircase method (Cornsweet, 1962). Subjective
vertical in each condition corresponded to 50% of the
clockwise (right-tilt) responses as estimated from the
psychometric function, which was fit using the psignifit
toolbox version 2.5.6 for Matlab (see http://
bootstrap-software.org/psignifit/), implementing the
maximum-likelihood method described by Wichmann
and Hill (2001). For each center and surround
condition, the tilt bias was defined as the subjective
vertical difference between perceived orientation of the
center with and without surround. Thus, the tilt bias

Qiu, Kersten, & Olman 3

Center grating contrast 70%

i ur contrast |
Depth 10%) 700/0

w/o disparity

w/ disparity

SS

Center grating contrast 10%

ur contrast
Depth 1 0% TOcyo

w/o disparity

w/ disparity

©O
SS

Figure 1. Example stimuli from eight conditions in Experiment 1.
The darkest red and blue indicate the condition without any
extra segmentation cues, while the yellow and light green show
the conditions with both relative contrast and disparity cues.
The disparity cue is illustrated using shadows. The conditions
with reddish color code all have a high-contrast (70%) center,
and bluish ones have a low-contrast (10%) center. The legends
only illustrate conditions with 20 deg relative orientation.

eliminated any individual biases in orientation percep-
tion.

Eight viewing conditions (Figure 1) were employed
to investigate three factors on the tilt illusion: contrast
of the center grating, relative contrast, and relative
depth between the center and surround. In the
conditions with depth difference, the surround ap-
peared farther from the observer than the center, which
appeared at the same depth through all conditions.
Data from 16 relative center-surround orientations
(ranging from 0° to 90°) were collected in each
condition in order to characterize the tilt repulsion and
attraction effect as a function of relative orientations.
Measuring tilt bias across the entire range of relative
orientations allows us to monitor the true features of
repulsion and attraction, which might be missed by
only recording observations from one relative orienta-
tion between the center and surround (such as 20° or
70°).

The subjective vertical under each condition for one
of the 16 relative center-surround orientations was
estimated in sessions of 80 trials. The sixteen estimates
were fit to a natural cubic smoothing spline with seven
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Figure 2. Example of a smoothing spline fit to data from one
observer in one of the experimental conditions. The x-axis
indicates the relative orientation between the center and
surround. Sixteen relative orientations were sampled for each
condition. The y-axis indicates the tilt bias from the vertical.
Positive biases indicate the repulsion effect, and negative biases
indicate the attraction effect. Squares and error bars show tilt
biases estimated based on individual psychometric functions.
The solid black line shows the fitted curve. The red points
represent features extracted from the fitted curve. In this
example, the maximum repulsion is 1.88° when the center-
surround relative orientation is 26.9°, the maximum attraction
is 0.260° when the center-surround orientation is 72.4°, and at a
relative orientation of 59.5°, the repulsion switches to the
attraction effect (cross-over point).

effective degrees of freedom. Five features were
extracted from the fitted curve to quantify the repulsion
and attraction effects (Figure 2): maximum repulsion,
relative orientation at maximum repulsion, maximum
attraction, relative orientation at maximum attraction,
and crossover point (where the repulsion switches to
the attraction effect). In Figure 3A, we report the mean
of these features in six observers for eight conditions
and the standard errors (SE) of these means. Analysis
of variance (ANOVA) was used to compare among
these group means (Figure 3B through D). Those
sixteen estimates for each condition were also fit by a
modified Schwartz model (Figure 4) to explore the
relationship between the tilt effects and the segmenta-
tion features in different conditions.

Results

Figure 3A shows average repulsion and attraction
peaks from eight experimental conditions. The points
on the left show repulsion features, and the points on
the right show attraction. Conditions with no contrast
or depth segmentation cues tend to have stronger
repulsion and attraction effects (dark red and blue
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points). When contrast of the center grating is high
(reddish points), tilt biases (the repulsion and attrac-
tion) were reduced by either contrast cues, depth cues,
or both. The attraction effect almost vanishes in the
high-contrast center condition with both depth and
contrast cues (yellow points). Conditions with a low-
contrast center grating (bluish points) show great
variation in terms of the attraction effect. The
conditions with the low-contrast center and high-
contrast surround (light green and blue points) show
stronger attraction, even when presented with contrast
or depth segmentation cues.

A mixed-effects model was used in an ANOVA to
clarify fixed effects of central contrast, center-surround
relative contrast and depth, and their interactions,
while considering subject as a random effect. This test
was performed for the five extracted features separately
(see Appendix, Table Al). The factors of contrast, F(1,
33) =58.7, p < 0.001, and depth, F(1, 33) =213, p <
0.001, are significant in manipulating the maximum
repulsion (Figure 3B): Both segmentation cues reduce
the repulsion effect, whereas perceptual grouping cues
increase the effect. For maximum attraction (Figure
3C), there is a strong interaction between the central
contrast and the relative contrast cue, F(1, 33)=22.1, p
< 0.001. The conditions with a low-contrast center but
high-contrast surround (with relative contrast cue)
show much stronger attraction. With regard to the
crossover points (Figure 3D), when the contrast of the
center grating is high but surround contrast is low, the
range of repulsion is much greater, F(1, 33)=23.2,p <
0.001. This is consistent with a much weaker attraction
effect in these conditions. In addition, the presence of
depth cues significantly enlarges the range of repulsion,
F(1, 33) =7.84, p = 0.008.

Model

The results described above suggest that contextual
cues, such as relative contrast and depth, can affect the
perception of tilt. In order to better understand the
psychophysics of the perceived orientation changes in
our results, we used a computational model to relate
the role of context in perceived orientation to neural
activity. Specifically, a computational model proposed
by Schwartz et al. (2009) treats relative orientation as a
cue to probabilistically co-assign the center and
surround in the gain pool, and then a divisive gain
control process combined with this co-assignment
probability could well explain the tilt repulsion and
attraction. Here, we considered whether this model
could be expanded to include additional segmentation
cues and predict our results.

The Schwartz model has two main components to
describe center/surround interaction: divisive nor-
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Figure 3. Results from Experiment 1. (A) Points are peaks (maximum repulsions) and valleys (maximum attractions) of the smoothing
spline curves from various conditions. Error bars are =1 SE of maximum bias (vertical) or its corresponding relative orientation
(horizontal). (B—D) Results plot based on factors. The bluish points represent conditions with low central contrast, and the reddish
points represent conditions with high central contrast. Solid lines connect conditions with no stereo disparity cue, while dashed lines
connect conditions with disparity cue. The x-axis shows center-surround relative contrast cues, either the same or different as shown.
(B) The maximum repulsions from eight conditions. (C) The maximum attractions (the absolute values). (D) The cross-over

orientations extracted from the smoothing spline curves.

malization and segmentation. Divisive normalization
can serve to reduce redundant information, for
example, the orientation dependence between the
center and surround in natural scenes (Schwartz &
Simoncelli, 2001; Simoncelli & Olshausen, 2001;
Simoncelli & Schwartz, 1999; Valerio & Navarro,

2003). However, increased evidence for segmentation
(e.g., large relative orientation) would decouple the
coordination between the center and surround. An
adaptive response to an increase in evidence for
segmentation therefore would reduce the influence of
the gain control pool on the central filter activation.
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Figure 4. Average tilt biases (“x” labels) from eight observers and the least squares fit (solid lines) of the computational model from
eight conditions. When finding the best fit of this model to our data, we fixed four parameters based on the stimuli in each condition,
and allowed eight free parameters to fit the 128 data points. When applied to the date with a least squares fit, the model explains

84% of the variance in the data.
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From natural image statistics, we demonstrated that
the relative contrast and depth cues maintain similar
segmentation effects as relative orientation cues: With
greater contrast or depth differences, the center and
surround are less likely to belong to the same segments
in natural scenes (see Appendix, Figure Al). In
addition, contrast of a center grating could also affect
segmentation: It may be easier to distinguish features
of a high-contrast stimulus as opposed to a low-
contrast stimulus from background. In the condition
of low-contrast center and high-contrast surround, the
surround stimulus would set stronger influence on the
center, even when their orientations are quite differ-
ent. This may lead to more co-assignment of center
and surround units. However, in the opposite condi-
tion of high-contrast center and low-contrast sur-
round, the surround is less likely to be included in the
same gain pool as the center because the segmentation
here is even clearer, and surround stimulus has a
weaker influence. These effects could also be expected
to arise through inference or learning in natural scenes
(Coen-Cagli, Dayan, & Schwartz, 2009; Coen-Cagli et
al., 2012). To summarize, in our modification of the
Schwartz model, the probability of including a
surround stimulus within the gain pool of the central
detector (co-assignment probability) depends on
segmentation cues: relative orientation, contrast and
depth between the center and surround, and contrast
of center gratings (see Equation A2).

We allowed eight free parameters to find the best
possible fit of this adapted model to our data. Five were
used to control divisive normalization, and three to
determine co-assignment probabilities: described in
detail in Appendix Experiment 1: Model. The model fit
shown in Figure 4, explains 84% of variance in the data.
We also compared several nested models, none of
which performed as well as the complete model. For
example, when we assumed no contribution of the
segmentation cues in the co-assignment probability, the
model was inferior, only explaining about 66% variance
in the data. This indicates importance of relative
contrast and depth in deciding co-assignment proba-
bility in the model. In all, the amount of contribution
that divisive normalization by itself introduced into the
central orientation perception would be insufficient to
completely explain the data.

Experiment 2: Two-dimensional/

three-dimensional occluding ring
between the center and surround

The segmentation cues in Experiment 1 changed both
filtering activations from the center/surround stimuli
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and the segmentation factor between them, and these
manipulations resulted in a reduced tilt repulsion effect.
In Experiment 2 we sought to only manipulate the
segmentation factor, but leave the initial filtering
activation part unchanged, in order to directly examine
the effect of segmentation on the tilt repulsion. When
relative orientations between the center and surround
are small, an annulus covering the boundary between the
center and surround may introduce either perceptual
segmentation or grouping between the center and
surround while maintaining the initial filtering activa-
tion. When the annulus is in the same depth plane as the
center and surround (two-dimensional [2-D]), it en-
courages a perceptual interpretation of independence
between center and surround, whereas when the annulus
is in front of the center and surround in a 3-D) space, it
is more likely to encourage grouping of the center and
surround as a common surface. Perceptual grouping
through amodal completion has been shown to have
effects on perceived transparency (Nakayama, Shimojo,
& Ramachandran, 1990) and lightness (Boyaci, Fang,
Murray, & Kersten, 2010). We expected a perceptual
grouping cue to enhance coordination between the
center and surround, thereby increasing the repulsion
effect as in Experiment 1. In Experiment 2 we tested
whether this perceptual grouping behind a 3-D occlud-
ing ring can affect central orientation perception.

Method

Stimuli were as described in Experiment 1 with the
center and surround contrast both at 70% and the
relative orientations between them at 20° or —20°. In
Experiment 2 we introduced a 0.2° annulus between the
center and surround (see Figure 5). This annulus was
centered on and covered the boundary between the
center and surround patch. It was the same luminance as
the background and either in the same plane as the center
and surround (2-D ring) or in front of the center-
surround plane in space (3-D ring). A stereoscope was
used in both conditions. Stimulus duration was 200 ms.
The boundaries of the annulus and a fixation point were
always presented to help maintain fixation. Eight
observers (mean age: 27, five males) participated in both
2-D and 3-D ring conditions, and each of their subjective
verticals was measured in eight psi adaptive staircase
(Kontsevich & Tyler, 1999) runs, in which four runs were
with +20° relative orientation and another four with —20°
(40 trials for each run). When the center-surround
relative orientation was 20°, the tilt repulsion would be
counterclockwise, whereas for —20°, the repulsion would
be clockwise. The magnitude of the tilt repulsion bias in
2-D/3-D ring condition was taken as half the difference
between subjective verticals for the 20° and —20° relative
orientation runs to eliminate individual vertical biases.
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Figure 5. Effect of a 2-D or 3-D occluding ring on the tilt
repulsion. The stimuli used in this experiment are shown below
the x-axis: 2-D and 3-D occluding ring (see the stereo image
pairs: left pair for crossed fusion, right one for uncrossed
fusion). The y-axis shows the tilt repulsion biases, which are the
means of results in 20° and —20° conditions. The gray points
show average of eight observers, and error bars show =1 SE.
Data for individual observers are shown with smaller icons. **p
< 0.01 and ***p < 0.001.

Results

We first fit a linear mixed model with the four
experimental conditions (2-D ring with +20° and 3-D
ring with £20° relative orientation) as fixed effects, and
with different subjects as a random effect. We assigned
each condition its own mean in the model and built
contrasts of these means to test whether repulsion in
the 3-D ring condition was stronger than in the 2-D
condition. Figure 5 shows individual and average
results in the 2-D/3-D ring conditions (for simplicity we
only present the means of results in 20° and —20°
conditions). Both 2-D (z=12.2, p < 0.001) and 3-D (z =
16.7, p < 0.001) conditions showed a significant tilt
repulsion effect. As expected, stronger tilt repulsion
effects occurred in the condition with 3-D ring than
with 2-D ring (z = 3.14, p = 0.002).

Experiment 3: Spatial layout of the

surround

In the previous two experiments we observed greater
tilt biases in conditions with perceptual grouping cues.
The spatial layout of surround patches relative to the
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center could also be an important factor of perceptual
grouping. When surround patches are located colli-
nearly with the central grating, it provides stronger
evidence to co-assign the surround and center than
when the surround patches flanking the center (Geisler
et al., 2001; Sigman et al., 2001). Hence, a stronger
repulsion effect was predicted when surround patches
were presented at end locations than at flanking
locations due to a stronger grouping cue in the former
condition. In Experiment 3, we assessed the spatial
layout of contextual effects on the perceived central
orientation by using stimuli composed of three circular
patches: Two surround patches were located along
different directions to the central grating patch.

Method

Six different layouts, shown in Figure 6, were tested:
two surround patches positioned vertically (A, end
position along the central orientation) or horizontally
(B, flanker position), four surround patches as the sum
of previous two conditions (C), two surround patches
with orientation axes aligned either parallel (E) or
perpendicular (F) to the local orientation of the
surround, and the sum of the pairs of oblique patches
(D). The central patch was 1° in diameter as before, and
the diameter of the surround patches, which were
adjacent to the center, was 1.5°. The contrast of center
and surround patches was 70%. The boundaries of
these patches were slightly blurred using a Gaussian
lowpass filter with standard deviation 0.08°. In the
main experiment (condition A to F), peripheral patches
contained 2 cpd gratings; in the control experiment
(condition A’ to F’), the patch layouts were main-
tained, but noise with the same spatial frequency was
presented instead in order to measure how global
orientation of the surround could influence the center
perception (Morgan & Baldassi, 1997; Morgan, Mason,
& Baldassi, 2000). Noise patches were generated by
filtering white noise in the frequency domain with a
Gaussian distribution that was isotropic in orientation,
centered about the same spatial frequency as the central
grating (2 cpd) with a bandwidth of 0.75 octaves.
Stimulus duration was 200 ms. Five observers partic-
ipated in both main and control experiments. Two
additional observers only participated in the main
experiment, and two others in the control experiment
only. In the main experiment, the relative orientation
between the center and surround gratings was 20° or
—20° as in Experiment 2. The repulsion bias for
individual observers in each condition was measured
using eight adaptive staircase runs with either 20° or
—20° (four runs for each) relative orientations between
the center and surround. The 20° and —20° conditions
should both induce repulsion, and running under these
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Figure 6. Dependence of tilt illusion on spatial layout around the center. Left (A—F): example stimuli and results from the main
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significantly different from 0 in all conditions except A, B/, C/, and D’ (***p < 0.001). In condition E’ and F/, the positions of noise
patches provide global orientation cues in the surround and induce the tilt bias in the center.

two conditions was to eliminate the individual-depen-
dent subjective vertical offset. The magnitude of the
bias plotted in Figure 6 is the mean of subjective
vertical for the 20° and —20° surround orientations. In
the control experiments, all patch layouts matched
those in the main experiments. However, since there is
no orientation information in the surround patches in
the control conditions, we characterized bias as
leftward (counterclockwise) rather than repulsive or
attractive. The y-axis of Figure 6 therefore plots the
magnitude of the bias associated with sample stimuli
along the x-axis rather than the signed repulsion and
attraction shown for previous experiments.

Results

As in Experiment 2, we first fit a linear mixed-effect
model with each condition having its own mean in the
model as a fixed effect, plus a random effect from the
subjects. Then we built contrasts of these means to test
differences of interest among conditions. The central
perception of tilt was significantly biased by peripheral
patches with gratings in all conditions (Figure 6). For
the noise patches, only conditions with oblique patches
(E’, F’) showed tilt biases. The positions of surround
noise patches provide global orientation information
and induce repulsion and attraction effects on the
central gratings in condition E’ and F’, respectively. We
also noticed that, in this case, the magnitude of

attraction to the surround global orientation in
condition F’ was stronger than the magnitude of
repulsion in E’ (z=28.05, p < 0.001). However, by
adding these oblique surround patches together (as in
condition D’), the global orientation information was
disrupted, causing the perceptual bias to vanish. The
surround area is another important factor that
contributes to the magnitude of the contextual modu-
lation, as suggested by Petrov and McKee (2006). This
is also true on the central perception of tilt. After
taking account the effects of global orientation
measured by the control conditions (e.g., A-A’), the
four-patch surround caused stronger tilt repulsion bias
than the two-patch surround (e.g., C-C" > A-A’, with z
=3.70, p < 0.001), and the net effects of two two-patch
conditions were not significantly different from the
condition with four patches (e.g., C =~ A 4+ B, with z =
1.34, p = 0.180).

The original question in this experiment was to
assess the spatial layout of the surround induced
orientation bias. We used noise patches in the control
experiment (same location of surround patches as in
the main experiment, but presented with band-pass
noise instead of gratings) to discount the influence of
global orientation from patch positions in the main
experiment. After subtracting the control effects (see
Figure 7A), multiple comparison was performed
among conditions A-A’, B-B’, E-E’, and F-F’. Figure
7B shows estimated biases in these conditions based on
measurements from the nine observers: the biases are
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Figure 7. Tilt biases induced by different spatial layouts of surround patches. (A) Tilt biases in the main (red) and control (blue)
experiments. Example stimuli are shown by the icons, the same as the condition A(’), B('), E(’), and F(’) in Figure 6. The biases are
plotted in polar coordinates. Polar angle indicates global orientation of these patches. Radius shows the strength of leftward bias.
Radius of the gray circle shows the bias with a whole annulus surround grating estimated from results in Experiment 1 (1.85°). (B) The
tilt repulsion biases from the same four conditions after subtracting the control effects (condition X-X’). Black dots show average
results from four conditions we actually tested, and gray dots are projected for visualization. The biases are not equal across all four
conditions. The gray curve is the best-fit ellipse (a = 0.980, b = 0.650) of these tilt biases across spatial layouts of surround patches.
When surround patches were placed along the end positions of the central grating (A-A’), the bias differs significantly (p = 0.0344,
corrected) from the condition with the horizontally presented surround patches (B-B’). Error bars show =1 SE.

not equal across four conditions. In particular, the bias
in the condition with horizontally presented patches (B-
B’) is very weak compared to the others. Condition E-
E’ shows an unexpectedly large repulsion bias, which
may result from nonlinear effects that cannot be fully
discounted by the control, or, since the SE in this
condition is large, it may not bias center orientation
perception in a consistent manner. Only the difference
between condition A-A’ and B-B’, that is, end positions
versus flanking positions along the central orientation,
is significant: The adjusted p value is 0.0344 (with
Bonferroni correction). Surround patches located along
the end positions of a central grating induce a stronger
repulsion bias than those on the flanking locations after
the global orientation of patch location is accounted
for.

In order to understand how scene segmentation cues
affect the tilt illusion, we performed three experiments
in which depth, contrast, or surround geometry were
manipulated. We first measured the effect of two
sources of segmentation information, center-surround
relative contrast, and stereo disparity on the strength of

the tilt illusion in human observers (Experiment 1).
Both segmentation cues perceptually decouple the
center and surround and reduce the tilt effect. Our
results on the relative depth are consistent with Durant
and Clifford (2006) but not Sakai and Hirai (2002) or
Westheimer (1990). Sakai et al. used two bars forming
an x-shape in their psychophysics and showed that the
tilt effect was almost the same regardless of variations
in stereo disparity between the target and contextual
bars. Westheimer also used short lines. It is possible
that the depth effect here is induced by the difference in
surface assignment, not stereo disparity per se (Huang,
Chen, & Tyler, 2012). Gratings used in our study and
Durant and Clifford’s study provide surface segmen-
tation information, while stimuli from Sakai et al. and
Westheimer rely more on local stereo disparity.

We also observed that the conditions with a low-
contrast center but high-contrast surround show much
stronger attraction. The low contrast reduces visibility
of the center, which may require increasingly large
amount of information from the surround in order to
get the central orientation (Mareschal, Morgan, &
Solomon, 2010), which potentially increases assimila-
tion of central features to the surround (i.e., attraction).
Or in this scenario, surround effects are relatively
stronger when the center is weakly driven (Carandini,
2004; Cavanaugh, 2000; Coen-Cagli et al., 2012), which
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may lead to more co-assignment of surround units to
the gain pool even when the center and surround
orientations are quite different, thus causing stronger
attraction. However, in the case of high contrast in the
center and low contrast in the surround, the surround is
less likely to be grouped and the center is easier to be
perceived, thus the orientation biases could be reduced.
To summarize, the contrast of center grating also
matters in the perceived central orientation.

In Experiment 1 we adapted the Schwartz model
(Schwartz et al., 2009), which combines both divisive
normalization and segmentation factors to fit the
psychophysical results from our eight experimental
conditions. A key feature of the model is its consider-
ation of perceptual segmentation cues that determine
the co-assignment probability of surround stimuli
within the gain pool of a central detector. Cues such as
center-surround relative orientation, contrast, and
stereo disparity influence this co-assignment probabil-
ity, which is crucial in explaining the data we have. For
example, stronger input in the surround than in the
center (e.g., the condition with high-contrast surround
but low-contrast center) can direct the tilt effect toward
the attraction, including the repulsion decrease and the
attraction increase. These results cannot be predicted
well by a traditional divisive gain control model.

As shown in Figure 8, a surround grating with
greater contrast (light blue) induces a stronger effect on
the gain pool than the condition with the same low-
contrast center and surround (dark blue), which
successfully predicts more reduction of the overall
population response in the center of the former
condition (Carandini, 2004; Carandini & Heeger, 2012;
Cavanaugh, 2000). The stronger gain effect could also
push the population codes of the perceived orientation
farther away from the real center orientation (a
stronger repulsion shown in Figure 8). However, this is
inconsistent with our observation that the condition
with a higher contrast surround shows much weaker
repulsion than the condition with low-contrast center
and surround (see the dark blue and light blue dots in
Figure 3). Introducing the segmentation factor can
better account for this effect: When the center and
surround orientations are similar, contrast difference
between the center and surround decreases the co-
assignment probability, makes the visual system less
likely to assign the center and surround into the same
gain pool, and reduces the repulsive bias. We separately
manipulated this segmentation factor in Experiment 2
by keeping the same center and surround contrast and
orientation but changing the co-assignment probabili-
ties, and we did see variations of tilt associated with this
factor.

In Experiment 2, a 2-D occluding ring (as a gap)
spatially separates the center and surround and reduces
the tilt effect, which is also shown in Clifford, Spehar,
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Figure 8. Predicted perceptual tilt biases from a divisive gain
control model (McDonald, Seymour, Schira, Spehar, & Clifford,
2009; Solomon, Felisberti, & Morgan, 2004). The gray dashed
line shows hypothetical population neural response to a vertical
central grating without any contextual stimulus. The bluish
dashed lines show, when the surround grating is oriented 20°
relative to the center, its effect on the gain of the neurons
responding to the center. The dark blue represents the
condition with a low-contrast center and low-contrast surround,
whereas the light blue shows the condition with the same
center but high-contrast surround. The solid lines are predicted
neural population responses to the central gratings surrounded
by 20° grating with different contrast as shown in icons. The
predictions are calculated by multiplying the response to the
center-only condition (gray dashed line) by the bluish dashed
lines. The condition with higher surround contrast elicits
stronger tilt repulsion (farther away from the vertical), which is
inconsistent with our results from Experiment 1.

Solomon, Martin, and Zaidi (2003), Durant and
Clifford (2006), and Wenderoth & Johnstone (1988),
while a 3-D occluding ring encourages center and
surround to be grouped as the same surface, and thus
increases the co-assignment probability, resulting in
stronger repulsion. Functionally, with extra perceptual
grouping cues, the visual system may tend to increase
the importance of inferring a “hidden” orientation-
texture mismatch, and it leads to a stronger bias in this
case, whereas a clear 2-D gap would make it
unnecessary to overemphasize the discrepancy between
the center and surround (Durant & Clifford, 2006).

In Experiment 3, we observed that the tilt repulsion
effect is strongest along the ends of the stimulus as
defined by the axis of central orientation (collinear),
which may be because the high edge co-occurrence rate
along that location makes observers more likely to
group those surround gratings with the center. The
statistics of natural scenes suggests greater orientation
dependence between collinear elements than parallel
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elements, which reflects the predominance of elongated
boundaries in the environment (Geisler & Perry, 2009;
Geisler et al., 2001; Sigman et al., 2001). To adapt to
these statistics in natural scenes, observers would show
bigger co-assignment probability in the collinear
condition, which follows the local grouping function
proposed by Geisler and colleagues (2001). This
collinear grouping could also be explained by a
generalized form of divisive normalization model using
learned or inferred covariance matrices from natural
scenes (Coen-Cagli et al., 2009, 2012), which success-
fully predicts a higher co-assignment probability for the
collinear condition. When the center and surround are
more coordinated, the system tends to exaggerate
mismatches of the target from its context, which is
represented as a stronger repulsion bias. This process
helps to emphasize the discrepancies of actual inputs
from the prior belief of the system.

On one hand, the visual system sets a higher co-
assignment probability for inputs that are more likely
to be the same, and this ensures coding efficiency.
This is generally consistent with Cavanaugh et al.
(2002) and Li (2002): Neurons respond less to
uniform stimuli and more to targets that are distinct
from their context. On the other hand, with a high co-
assignment probability, the system tends to exagger-
ate mismatches between elements, and to be more
sensitive to the potential mispredictions. Using a set
of similar stimuli, Mareschal, Sceniak, and Shapley
(2001) found that in the collinear condition, orienta-
tion discrimination thresholds were significantly
bigger than in the flanking condition. It is possible
that the exaggeration of orientation bias along the
end positions sacrifices the system’s sensitivity to
actual angles, but makes it focus more on discrepan-
cies between the center and surround. In all, our
results demonstrate that the tilt illusion is affected by
spatial layouts of the surround mask, and this spatial
anisotropy of the contextual effects may be related to
the statistical features of edge co-occurrence relative
to the center.

However, our results in Experiment 3 are inconsis-
tent with Kapadia, Westheimer, and Gilbert (2000), in
which they presented three small line segments (each
about 0.13° in length) in the fovea with viewing distance
of 6 m. They observed stronger repulsion effects with
lateral flankers than with collinear flankers when the
relative orientation between the target and flanks was
20°. Also, a recent paper by Mareschal and Clifford
(2013) reported that surrounding locations equally
contributed to contextual effects, which did not show
any collinear structure. Different patterns in the results
may be due to different stimuli used in these
experiments, which induce different segmentation
between the center and surround.
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To summarize, we observed that the tilt repulsion
biases increase as it becomes more difficult to
perceptually separate the center and surround. Simi-
larity or co-assignment between the center and
surround stimuli increases the repulsive shift between
the perceived center and surround orientations, which
is apparently against our intuition that if the center and
surround stimuli become more similar, we would expect
our perception of them to be more similar. However,
the visual system amplifies the discrepancy among
environmental cues that have other evidence of
common coordination. This may actually play an
important role in contour detection and figure-ground
segmentation. For an example of breaking camouflage,
multiple sources of information (luminance, contrast,
or color) may seem to say that it is only a bunch of
dead leaves or uninteresting bark, but subtle clues (e.g.,
differently oriented boundaries) tell us that a butterfly
is embedded in the background. The visual system must
search for and detect camouflaged objects, while at the
same time striving for efficiency. Therefore, interac-
tions between the center and surround should not only
achieve coding efficiency, but also control the impor-
tance of inferring a potential feature mismatch. This
high sensitivity to feature contrast between the target
and its context, especially in situations that seem to
have a common source, could essentially benefit our
visual search performance.

The effect of segmentation on the tilt illusion
induced by relative orientations and other sources, such
as relative contrast, disparity depth, and geometric
features, may have different mechanisms. If we assume
that the effect of adding relative contrast is the same as
increasing the relative orientation, then the effect we see
at 20° relative orientation with relative contrast should
be equal to the condition, say, at 30° relative
orientation without relative contrast. Therefore, the tilt
bias curve as a function of relative orientation should
shift toward the left, when relative contrast is
introduced between the center and surround. However,
in Experiment 1, with relative contrast or disparity
depth, the tilt bias curves tend to be right-shifted
instead. This suggests that these relative cues may
influence the orientation perceptual bias through
different mechanisms.

Our results agree with former work by van der
Smagt et al. (2005) in which contrast and orientation
segmentation cues were used for investigating the role
of V1 cells in surface segregation: Though a surround
of either the same orientation or the same contrast has
a suppressive effect on the response to the central
stimulus, the authors found that combining the two
cues had no greater effect than one on its own. Another
similar finding is by Clifford et al. (2003) in which a
segmentation cue, color, was used: They found that the
tilt repulsion was greater when the center and surround
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were the same color. This pattern is also true in Durant
and Clifford (2006): When the center and surround are
perceptually segregated by asynchronous presentation
or spatial cues other than orientation, the tilt repulsion
effect on the center is reduced. Just as suggested by the
authors, if the mechanism underlying the tilt illusion
tends to segment surfaces by emphasizing the difference
in orientation, when surfaces are already segmented by
other cues, the exaggerate changes of orientation are
not that crucial (Durant & Clifford, 2006). On the other
hand, if those cues aid perceptual grouping between the
center and surround, the tendency of emphasizing the
orientation difference would be enlarged.

In order to demonstrate different mechanisms or
explore the level of segmentation information process-
ing, a backward noise masking of the surround
(Clifford & Harris, 2005) or a rapid reverse-correlation
method (Mareschal & Clifford, 2012) could be useful.
In a recent paper by Mareschal and Clifford (2012), the
authors suggested that a single mechanism operating in
the early stages of visual processing (before conscious
perception of the surround) could account for both the
tilt repulsion and attraction. They used a reverse-
correlation technique, in which the surround orienta-
tion was changed every 12 ms making it invisible to
observers. They found that both the tilt repulsion and
attraction occurred over a similar time course, which
suggested that it may not be necessary to invoke a
separate, higher-level mechanism. It will be interesting
to see whether the effect of the perceptual grouping/
segmentation cues used in our experiments persists
when the surround orientation is not consciously
perceived. This reverse correlation paradigm may help
to entangle the levels of processing involved with
different center-surround perceptual grouping/segmen-
tation cues.

Conclusion

In conclusion, our results from three experiments
demonstrate that center-surround relative contrast,
relative disparity depth, and geometric features, such as
occlusions and colinearity, can affect the strength of
perceptual orientation bias in the center. In general, a
stronger perceptual grouping cue between the center
and surround enhances tilt repulsion biases, whereas a
segmentation cue reduces the effect. Functionally, this
may increase the sensitivity of our visual system to
feature discrepancies, especially in an environment rich
in similarities, and this may play an important role in
visual search and detection.

Keywords: tilt illusion, segmentation, perceptual
grouping, human psychophysics

Qiu, Kersten, & Olman 12

Acknowledgments

This work was funded by R21 NS075525. DK was
supported by the World Class University program
funded by the Ministry of Education, Science, and
Technology through the National Research Founda-
tion of Korea (R31-10008), NIH grant RO1 EY015261,
and ONR N000141210883. The authors would also like
to thank Damien Mannion, Michael-Paul Schallmo,
and the reviewers for their comments on the manu-
script.

Commercial relationships: none.

Corresponding author: Cheng Qiu.

Email: qiuxx077@umn.edu.

Address: Department of Psychology, University of
Minnesota, Minneapolis, MN, USA.

References

Albrecht, D. G., & Geisler, W. S. (1991). Motion
selectivity and the contrast-response function of
simple cells in the visual cortex. Visual Neurosci-
ence, 7(6), 531-546.

Attneave, F. (1954). Some informational aspects of
visual perception. Psychological Review, 61, 183—
193.

Barlow, H. B. (1961). Possible principles underlying the
transformations of sensory messages. Cambridge,
MA: MIT Press.

Bednar, J. A., & Miikkulainen, R. (2000). Tilt
aftereffects in a self-organizing model of the
primary visual cortex. Neural Computation, 12(7),
1721-1740.

Blakemore, C., Carpenter, R. H., & Georgeson, M. A.
(1970). Lateral inhibition between orientation
detectors in the human visual system. Nature, 228,
37-39.

Blakemore, C., Carpenter, R. H., & Georgeson, M. A.
(1971). Lateral thinking about lateral inhibition.
Nature, 234, 418-419.

Blakemore, C., & Tobin, E. A. (1972). Lateral
inhibition between orientation detectors in the cat’s
visual cortex. Experimental Brain Research, 15(4),
439440, doi:10.1007/BF00234129.

Boyaci, H., Fang, F., Murray, S. O., & Kersten, D.
(2010). Perceptual grouping-dependent lightness
processing in human early visual cortex. Journal of
Vision, 10(9):4, 1-12, http://www.journalofvision.
org/content/10/9/4, doi:10.1167/10.9.4. [PubMed]
[Article]


http://www.journalofvision.org/content/10/9/4
http://www.journalofvision.org/content/10/9/4
http://www.ncbi.nlm.nih.gov/pubmed/20884602
http://www.journalofvision.org/content/10/9/4.long

Journal of Vision (2013) 13(13):19, 1-17

Brainard, D. (1997). The psychophysics toolbox.
Spatial Vision, 10, 433—436.

Carandini, M. (2004). Receptive fields and suppressive
fields in the early visual system. In M. S. Gazzaniga
(Ed.), The cognitive neurosciences (pp. 313-326).
Cambridge, MA: MIT Press.

Carandini, M., & Heeger, D. J. (1994). Summation and
division by neurons in primate visual cortex.
Science, 264, 1333-1336.

Carandini, M., & Heeger, D. J. (2012). Normalization
as a canonical neural computation. Nature Reviews
Neuroscience, 13(1), 51-62.

Carandini, M., Heeger, D. J., & Movshon, J. A. (1997).
Linearity and normalization in simple cells of the
macaque primary visual cortex. Journal of Neuro-
science, 17, 8621-8644.

Cavanaugh, J. R. (2001). Properties of the receptive
field surround in macaque primary visual cortex.
PhD thesis, New York University, New York.

Cavanaugh, J. R., Bair, W., & Movshon, J. A. (2002).
Selectivity and spatial distribution of signals from
the receptive field surround in macaque V1 neurons.
Journal of Neurophysiology, 88, 2547-2556.

Clifford, C. W., & Harris, J. A. (2005). Contextual
modulation outside of awareness. Current Biology,
15(6), 574-578.

Clifford, C. W., Spehar, B., Solomon, S. G., Martin, P.
R., & Zaidi, Q. (2003). Interactions between color
and luminance in the perception of orientation.
Journal of Vision, 3(2):1, 106-115, http://www.
journalofvision.org/content/3/2/1, doi:10.1167/3.2.1.
[PubMed] [Article]

Clifford, C. W., Wenderoth, P., & Spehar, B. (2000). A
functional angle on some after-effects in cortical
vision. Proceedings of Biological Sciences, 267,
1705-1710.

Coen-Cagli, R., Dayan, P., & Schwartz, O. (2009).
Statistical models of linear and nonlinear contex-
tual interactions in early visual processing. In Y.
Bengio, D. Schuurmans, J. Lafferty, C. K. Wil-
liams, & A. Culotta (Eds.), Advances in neural
information processing systems (pp. 369-377). Bos-
ton, MA: MIT press.

Coen-Cagli, R., Dayan, P., & Schwartz, O. (2012).
Cortical surround interactions and perceptual

salience via natural scene statistics. PLoS Compu-
tational Biology, 8(3), €1002405.

Cornsweet, T. (1962). The staircase-method in psy-
chophysics. American Journal of Psychology, 75(3),
485-491.

Durant, S., & Clifford, C. W. (2006). Dynamics of the

Qiu, Kersten, & Olman 13

influence of segmentation cues on orientation
perception. Vision Research, 46, 2934-2940.

Felsen, G., Touryan, J., & Dan, Y. (2005). Contextual
modulation of orientation tuning contributes to
efficient processing of natural stimuli. Network, 16,
139-149.

Geisler, W. S., & Perry, J. S. (2009). Contour statistics
in natural images: Grouping across occlusions.
Visual Neuroscience, 26(1), 109—121.

Geisler, W. S., Perry, J. S., Super, B. J., & Gallogly, D.
P. (2001). Edge co-occurrence in natural images
predicts contour grouping performance. Vision
Research, 41, 711-724.

Georgeson, M. (1973). Spatial frequency selectivity of a
visual tilt illusion. Nature, 245, 43-45.

Georgopoulos, A. P., Schwartz, A. B., & Kettner, R. E.
(1986). Neuronal population coding of movement
direction. Science, 233, 1416-1419.

Gibson, J. J. (1937). Adaptation, after-effect, and
contrast in the perception of tilted lines. II.
Simultaneous contrast and the areal restriction of
the after-effect. Journal of Experimental Psycholo-
gy, 20, 553-5609.

Gilbert, C. D., & Wiesel, T. N. (1990). The influence of
contextual stimuli on the orientation selectivity of
cells in primary visual cortex of the cat. Vision
Research, 30(11), 1689-1701.

Goddard, E., Clifford, C. W., & Solomon, S. G. (2008).
Center-surround effects on perceived orientation in
complex images. Vision Research, 48(12), 1374—
1382.

Heeger, D. J. (1992). Normalization of cell responses in
cat striate cortex. Visual Neuroscience, 9(2), 181—
197.

Huang, P. C., Chen, C. C., & Tyler, C. W. (2012).
Collinear facilitation over space and depth. Journal
of Vision, 12(2):20, 1-9, http://www.
journalofvision.org/content/12/2/20, doi:10.1167/
12.2.20. [PubMed] [Article]

Kapadia, M. K., Westheimer, G., & Gilbert, C. D.
(2000). Spatial distribution of contextual interac-
tions in primary visual cortex and in visual
perception. Journal of Neurophysiology, 84(4),
2048-2062.

Kontsevich, L. L., & Tyler, C. W. (1999). Bayesian
adaptive estimation of psychometric slope and
threshold. Vision Research, 39, 2729-2737.

Levitt, J., & Lund, J. (1997). Contrast dependence of
contextual effects in primate visual cortex. Nature,
387, 73-76.

Li, W., Thier, P., & Wehrhahn, C. (2000). Contextual
influence on orientation discrimination of humans


http://www.journalofvision.org/content/3/2/1
http://www.journalofvision.org/content/3/2/1
http://www.ncbi.nlm.nih.gov/pubmed/12678615
http://www.journalofvision.org/content/3/2/1.long
http://www.journalofvision.org/content/12/2/20
http://www.journalofvision.org/content/12/2/20
http://www.ncbi.nlm.nih.gov/pubmed/22353779
http://www.journalofvision.org/content/12/2/20.long

Journal of Vision (2013) 13(13):19, 1-17

and responses of neurons in V1 of alert monkeys.
Journal of Neurophysiology, 83(2), 941-954.

Li, Z. (2002). A saliency map in primary visual cortex.
Trends in Cognitive Science, 6, 9—16.

Li, Z., & Atick, J. J. (1994). Toward a theory of the
striate cortex. Neural Computation, 6(1), 127-146.

Lyu, S. (2010). In D. Koller, D. Schuurmans, Y,
Bengio, & L. Bottou (Eds.), Advances in neural
information processing systems, 21. Cambridge,
MA: MIT Press.

Lyu, S. (2011). Dependency reduction with divisive
normalization: Justification and effectiveness.
Neural Computation, 23(11), 2942-2973.

Mareschal, 1., & Clifford, C. W. (2012). Dynamics of
unconscious contextual effects in orientation pro-

cessing. Proceedings of the National Academy of
Sciences, 109(19), 7553-7558.

Mareschal, 1., & Clifford, C. W. (2013). Spatial
structure of contextual modulation. Journal of
Vision, 13(6):2, 1-9, http://www.journalofvision.
org/content/13/6/2, doi:10.1167/13.6.2. [PubMed]
[Article]

Mareschal, 1., Morgan, M. J., & Solomon, J. A. (2010).
Cortical distance determines whether flankers cause
crowding or the tilt illusion. Journal of Vision,
10(8):13, 1-14, http://www.journalofvision.org/
content/10/8/13, doi:10.1167/10.8.13. [PubMed]
[Article]

Mareschal, 1., Sceniak, M., & Shapley, R. (2001).
Contextual influences on orientation discrimina-

tion: Binding local and global cues. Vision Re-
search, 41, 1915-1930.

Martin, D., Fowlkes, C., Tal, D., & Malik, J. (2001). A
database of human segmented natural images and
its application to evaluating segmentation algo-
rithms and measuring ecological statistics. Pro-
ceedings of the IEEE 8th International Conference
on Computer Vision, 2, 416-423.

McDonald, J. S., Seymour, K. J., Schira, M. M.,
Spehar, B., & Clifford, C. W. (2009). Orientation-
specific contextual modulation of the fMRI BOLD
response to luminance and chromatic gratings in
human visual cortex. Vision Research, 49, 1397—
1405.

Morgan, M. J., & Baldassi, S. (1997). How the human
visual system encodes the orientation of a texture,
and why it makes mistakes. Current Biology, 7(12),
999-1002.

Morgan, M. J., Mason, A. J., & Baldassi, S. (2000). Are
there separate first-order and second-order mech-

anisms for orientation discrimination? Vision Re-
search, 40(13), 1751-1763.

Qiu, Kersten, & Olman 14

Muller, J. R., Metha, A. B., Krauskopf, J., & Lennie,
P. (2002). Local signals from beyond the receptive
fields of striate cortical neurons. Journal of
Neurophysiology, 90(2), 822-831.

Nakayama, K., Shimojo, S., & Ramachandran, V. S.
(1990). Transparency: Relation to depth, subjective
contours, luminance, and neon color spreading.
Perception, 19, 497-513.

Olshausen, B. A., & Field, D. J. (1996). Natural image
statistics and efficient coding. Network: Computa-
tion in Neural Systems, 7(2), 333-339.

Pelli, D. (1997). The VideoToolbox software for visual
psychophysics: Transforming numbers into movies.
Spatial Vision, 10, 437-442.

Petrov, Y., & McKee, S. P. (2006). The effect of spatial
configuration on surround suppression of contrast
sensitivity. Journal of Vision, 6(3):4, 224-238,
http://www.journalofvision.org/content/6/3/4, doi:
10.1167/6.3.4. [PubMed] [Article]

Sakai, K., & Hirai, Y. (2002). Neural grouping and
geometric effect in the determination of apparent
orientation. Journal of the Optical Society of
America A, 19(6), 1049-1062.

Scharstein, D., & Pal, C. (2007). Learning conditional
random fields for stereo. In IEEE conference on
computer vision and pattern recognition, 2007 (pp. 1-
8). Minneapolis, MN: IEEE Computer Society.

Schwartz, O., Hsu, A., & Dayan, P. (2007). Space and
time in visual context. Nature, 8, 522-535.

Schwartz, O., Sejnowski, T. J., & Dayan, P. (2006).
Soft mixer assignment in a hierarchical generative
model of natural scene statistics. Neural Computa-
tion, 18, 2680-2718.

Schwartz, O., Sejnowski, T. J., & Dayan, P. (2009).
Perceptual organization in the tilt illusion. Journal
of Vision, 9(4):19, 1-20, http://www.
journalofvision.org/content/9/4/19, doi:10.1167/9.
4.19. [PubMed] [Article]

Schwartz, O., & Simoncelli, E. P. (2001). Natural signal
statistics and sensory gain control. Nature Neuro-
science, 4(8), 819-825.

Sengpiel, F., Sen, A., & Blakemore, C. (1997).
Characteristics of surround inhibition in cat area
17. Experimental Brain Research, 116(2), 216-228.

Sigman, M., Cecchi, G. A., Gilbert, C. D., &
Magnasco, M. O. (2001). On a common circle:
Natural scenes and Gestalt rules. Proceedings of the
National Academy of Sciences, USA, 98(4), 1935—
1940.

Simoncelli, E. P. (2003). Vision and the statistics of the
visual environment. Current Opinion in Neurobiol-


http://www.journalofvision.org/content/13/6/2
http://www.journalofvision.org/content/13/6/2
http://www.ncbi.nlm.nih.gov/pubmed/23645375
http://www.journalofvision.org/content/13/6/2.long
http://www.journalofvision.org/content/10/8/13
http://www.journalofvision.org/content/10/8/13
http://www.ncbi.nlm.nih.gov/pubmed/20884588
http://www.journalofvision.org/content/10/8/13.long
http://www.journalofvision.org/content/6/3/4
http://www.ncbi.nlm.nih.gov/pubmed/16643092
http://www.journalofvision.org/content/6/3/4.long
http://www.journalofvision.org/content/9/4/19
http://www.journalofvision.org/content/9/4/19
http://www.ncbi.nlm.nih.gov/pubmed/19757928
http://www.journalofvision.org/content/9/4/19.long

Journal of Vision (2013) 13(13):19, 1-17

ogy, 13(2), 144-149, doi:10.1016/S0959-
4388(03)00047-3.

Simoncelli, E. P., & Olshausen, B. A. (2001). Natural
image statistics and neural representation. Annual
Review of Neuroscience, 24, 1193—-1216.

Simoncelli, E. P., & Schwartz, O. (1999). Modeling
surround suppression in VI neurons with a
statistically-derived normalization model. In M. S.
Kearns, S. A. Solla, & D. A. Cohn (Eds.), Advances
in neural information processing systems 11: Pro-
ceedings of the 1998 conference (pp. 153-159).
Cambridge, MA: MIT Press.

Solomon, J. A., Felisberti, F. M., & Morgan, M. J.
(2004). Crowding and the tilt illusion: Toward a
unified account. Journal of Vision, 4(6):9, 500-508,
http://www.journalofvision.org/content/4/6/9, doi:
10.1167/4.6.9. [PubMed] [Article]

Tolhurst, D. J., & Thompson, P. G. (1975). Orientation
illusions and after-effects: Inhibition between
channels. Vision Research, 15(8), 967-972.

Valerio, R., & Navarro, R. (2003). Optimal coding
through divisive normalization models of V1
neurons. Network: Computation in Neural Systems,
14(3), 579-593.

van der Smagt, M., Wehrhahn, C., & Albright, T.
(2005). Contextual masking of oriented lines:

Interactions between surface segmentation cues.
Journal of Neurophysiology, 94(1), 576-589.

Wenderoth, P., & Johnstone, S. (1988). The different
mechanisms of the direct and indirect tilt illusions.
Vision Research, 28, 301-312.

Westheimer, G. (1990). Simultaneous orientation con-
trast for lines in the human fovea. Vision Research,
30(11), 1913-1921.

Wichmann, F., & Hill, N. (2001). The psychometric
function: I. Fitting, sampling and goodness-of-fit.
Perception & Psychophysics, 63(8), 1293—-1313.

Experiment 1: Model

Influenced by the gain control pool, the estimate of
the normalized neural response associated with the
central detector is:

L BG-1.0
Vi BE- 1)

where /., is the filtering response of the central detector
tuned to a particular orientation ¢,; (preferred orien-

(gcz|lczalst) (Al)
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tation), /; = Ce™ - exp (—(¢; — 0,)°/2w?), when the
orientation of center stimulus is 6., and the contrast is
C,.; L is the response to the surround stimuli oriented at
0, with contrast of Cy, [;= C*® - exp (—(¢y; — 0,) ’)2w2),
where Cey,, controls the contribution of contrast in
filter responses, and the gain control pool for detector
i is set by center and surround filter activations with
the same orientation preference, the divisive term is /=
V1% + (n— 1)I2 + k, where n describes the strength of
surround 1nﬂuence on the gain pool (one can think # is
related to surround size relative to center), and k is an
additive constant; B(-) stands for a modified Bessel
function of the second kind.

Another key component in the model is the
segmentation factor. Modified from the Schwartz
model, the probability of including a surround stimulus
with the orientation 0, within the gain pool of the
central detector (co-assignment probability) depends
on all possible segmentation cues (orientation, contrast
and depth):

p = MY, (A2)
2n

C(‘ +Cweight " ( C(' - CS) +D\\'eig/11 : (

where ¢ = Je De=Ds) gives the
steepness of the co-assignment selection, which is
determined by central contrast C,, relative contrast (C,
— Cy), and relative depth (D, — D). When there is no
contrast difference between the center and surround,
we have eCuweien'(Cc=Cs) = | which shows no effect on co-
assignment, and in those conditions with contrast
difference, the relative contrast is positively weighted
by C\.cign- Based on results in Experiment 1, the center
contrast could also affect co-assignment. C., therefore,
is another component in determining the steepness.
eCet Creign(Ce=C) s the same as e?CH1-9C where a=1+
Chreign: and C\,ejg, 15 @ positive number. The higher the
center contrast is, the shallower the slope of co-
assignment probability is, and the smaller the peak co-
assignment is; whereas the higher the surround contrast
is, the steeper the co-assignment slope is, and the
greater the peak co-assignment is. This is consistent
with our expectation: When the surround contrast is
constant, a higher contrast center would decrease the
maximum probability of including a surround stimulus
within the gain pool of the central detector, while when
the center contrast is constant, a higher contrast
surround would increase the maximum co-assignment
probability. As for relative depth, when there is no
depth difference between the center and surround, we
have ePre(Pe=Ds) — 1 which has no effect on co-
assignment, and in those conditions with depth
difference (in our experimental conditions assuming D,
> Dy), the relative depth is positively weighted by
D,.cieni- The greater the relative depth is, the smaller the
peak co-assignment is. In other words, depth difference
would decrease the co-assignment probability.
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Figure Al. Statistical dependencies in term of contrast (A-D) and depth (E-H) information in natural images within (blue) and across
(red) boundaries. The statistics for each condition were collected over 30,000 random samples from each of nine images. (A) Example
image from the Berkeley database (Martin, Fowlkes, Tal, & Malik, 2001) including hand-labeled segmentation boundaries (as shown in
B). (C) The joint statistics between center and surround patches when they belong to different segments (left, red) or the same
segment (right, blue). The plots show the joint conditional statistics of the contrast in the center, given the contrast in the surround.
Contrast within a given patch was measured based on Michelson contrast. The bottom left shows the count of the center contrast
being 0 when the surround contrast was 0. Intensity is proportional to the counts, but each column is independently rescaled to show
a conditional distribution given a certain surround contrast. The solid lines show the conditional standard deviation. Within
boundaries, the center and surround patches tend to have similar contrast. This similarity is greatly reduced across boundaries,
suggesting that the center and surround are less likely to be grouped. (D) Probabilities of central and surround patches within
boundaries as a function of relative contrast between the center and surround. When the center and surround have similar contrast,
they tend to belong to the same segment in natural scenes. (E) Example image from a stereo depth image database (Scharstein & Pal,
2007), and segmentation boundaries were calculated based on the depth information (as shown in F). (G) Joint conditional statistics
of the center patch depth, given the depth information of the surround patch. Disparity depth was the mean of the depth value for all
pixels in the patch. The bottom left shows the count of the center depth as 0 when the surround depth was 0. The solid lines show
the conditional standard deviation. The blue represents when the center and surround patches belonging to the same segment, and
the red represents patches across boundaries. Within boundaries, the center and surround patches tend to have similar stereo depth,
whereas this similarity drops across boundaries, implying that the across boundary surround does not provide as much information as
it provides to the center when they are belong to the same segment. (H) Probabilities of central and surround patches within
boundaries as a function of relative stereo depth between the center and surround.

If the surround stimulus is not taken as being part of
the same gain pool as the center detector, then the
detector would take into account only the center
stimulus E(g.|/.;). The net response is weighted by the
co-assignment probability and is given by:

pE(gcchia Isi) + (1 _p)E(gCillci)- (A?’)

Then through standard population decoding (Geor-
gopoulos, Schwartz, & Kettner, 1986),

F= %angle{z gitt(2¢,;) }7

we obtain the perceived central orientation r.
When finding the best fit of this model to our data,
we fixed C,, C,, D., and D, based on the stimuli in each

(A4)

condition (C.=0.10r 0.7, C;=0.1 0r 0.7, D.=0 and D,
=0 or 2), and allowed eight free parameters: n, k, center
tuning width ., surround tuning width w,, and Cep,
respectively; plus Ci.cigns Dyveigni» and 4, respectively,
when calculating co-assignment probability. Average
data from all eight conditions are summarized in Figure
4. Sample size is 128 (16 points in each of eight
conditions). When applied with the least squares fit to
the model, we obtained optimal parameters:

n=54, k=025 o.=17deg, w;= 10deg,
Cexp = _0-607 Cweight = 177 Dweighr =0.19
and A = 44 deg.

Fit results are shown as solid lines in Figure 4, and it
explains 84% of the variance in the data. In an attempt
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Relative orientation at

Relative orientation at
maximum repulsion

maximum attraction Crossover orientation

Maximum attraction

Maximum repulsion

Factor

F(1, 33) = 1.56, p = 0.221

F(1, 33) = 7.94, p = 0.008
F(1, 33) = 9.16, p = 0.005

5.86, p = 0.21

F(1, 33)

F(1, 33) = 4.94, p = 0.033
F(1, 33) = 6.21, p = 0.018

F(1, 33) = 2.05, p = 0.162
F(1, 33) = 24.4, p < 0.001

F(1, 33) = 58.7, p < 0.001
F(1, 33) = 21.3, p < 0.001
F(1, 33) = 6.25, p = 0.018

Contrast
Depth

4.42, p = 0.43

F(1, 33)

12.1, p = 0.001

F(1, 33)

F(1, 33) = 0.0766, p = 0.784 F(1, 33) = 31.0, p < 0.001

Central

contrast
Contrast:

0.322, p = 0.575 F(1, 33) = 1.43, p = 0.241

F(1, 33)

F(1, 33) = 0.603, p = 0.443  F(1, 33) = 3.99, p = 0.054

F(1, 33) = 2.49, p = 0.124

Depth
Contrast:

F(1, 33) = 23.2, p < 0.001

15.6, p < 0.001

F(1, 33)

F(1,33) = 0.687, p = 0.413  F(1, 33) = 22.2, p < 0.001

F(1, 33)= 1.89, p = 0.179

Central

contrast

Depth:

0.178, p = 0.676 F(1, 33) = 1.90, p = 0.177

F(1, 33) = 0.272, p = 0.605 F(1, 33)

F(1, 33) = 0.419, p = 0.522 F(1, 33) = 0.245, p = 0.624

Central

contrast

Table Al. Experiment 1 statistics results. Note: A:B indicates interactions between factors A and B.
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at parsimony, we obtained fits to several nested models.
The small-sample-size corrected Akaike Information
Criterion (AICc) was used to evaluate these models. A
smaller AICc indicates a more efficient fitting. In one of
the nested models, we forced the probabilities not
associated with the relative contrast and depth, that is,
set Cyeigns = 0 and D0, = 0. The model was inferior
(AICc =—223) to the original model (AICc =-317),
and only explained about 66% variance in the data (vs.
84%), indicating importance of relative contrast and
depth in deciding co-assignment probability in the
model. In another nested model, the effect of center
contrast on the co-assignment was eliminated, that is,
the condition with high-contrast center and low-
contrast surround and the condition with low-contrast
center but high-contrast surround had the same co-
assignment probability. This fit explained 77% variance
in the data with AICc =—268.

Experiment 1: Model—Natural image statistics

In order to demonstrate that contrast and depth cues
maintain similar segmentation effects as the orientation
cue, we measured the joint conditional distribution of
the contrast or disparity depth in the center, given the
contrast or disparity in the surround. The center was
defined as a 9 x 9 pixel square patch, and the surround
as one of four possible edge-adjacent neighboring 9 x 9
pixel patches. When a continuous contour longer than
eight pixels was detected within a 6 x 9 pixel patch
centered on the boundary between the center and
surround patches, the patches were classified as across
boundaries, otherwise, they were said to be within
boundaries. Contrast within a given patch was mea-
sured based on Michelson contrast. Disparity depth
was the mean of the depth value for all pixels in the
patch. Figure Al shows that the correlations of
contrast and disparity depth between the center and
surround patches are reduced across boundaries from
pictures in the Berkeley database (Martin, Fowlkes,
Tal, & Malik, 2001) and the stereco depth database
(Scharstein & Pal, 2007) respectively, suggesting that
the center and surround tend to be more separated due
to contrast and depth cues. Figure A1D, H further
show that the probability of central and surround
patches belonging to the same surface or object (within
boundaries) decreases as the center-surround contrast
(or depth) difference increases.
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