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Abstract

Many electrophysiology studies have examined neural oscillatory activity during the encoding, 

maintenance, and/or retrieval phases of various working memory tasks. Together, these studies 

have helped illuminate the underlying neural dynamics, although much remains to be discovered 

and some findings have not replicated in subsequent work. In this study, we examined the 

oscillatory dynamics that serve visual working memory operations using high-density 

magnetoencephalography (MEG) and advanced time-frequency and beamforming methodology. 

Specifically, we recorded healthy adults while they performed a high-load, Sternberg-type 

working memory task, and focused on the encoding and maintenance phases. We found significant 

9–16 Hz desynchronizations in the bilateral occipital cortices, left dorsolateral prefrontal cortex 

(DLPFC), and left superior temporal areas throughout the encoding phase. Our analysis of the 

dynamics showed that the left DLPFC and superior temporal desynchronization became stronger 

as a function of time during the encoding period, and was sustained throughout most of the 

maintenance phase until sharply decreasing in the milliseconds preceding retrieval. In contrast, 

desynchronization in occipital areas became weaker as a function of time during encoding and 

eventually evolved into a strong synchronization during the maintenance period, consistent with 

previous studies. These results provide clear evidence of dynamic network-level processes during 

the encoding and maintenance phases of working memory, and support the notion of a dynamic 

pattern of functionally-discrete subprocesses within each working memory phase. The presence of 

such dynamic oscillatory networks may be a potential source of inconsistent findings in this 

literature, as neural activity within these networks changes dramatically with time.
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1. Introduction

Working memory refers to the short-term storage and manipulation of information for 

immediate cognitive processing. Conceptually speaking, a stimulus can be loaded or 

“encoded” into working memory, stored and refreshed through some form of rehearsal or 

“maintenance” of the memory trace, and ultimately utilized or “retrieved” to perform a goal-

oriented action; the information is then discarded or allowed to fully “decay.” There are a 

number of different neurocognitive models of working memory (e.g, (Baddeley, 1992; 

Baddeley, 2000; Baddeley et al., 2011; D’Esposito, 2007), but all support the existence of 

encoding, maintenance, and retrieval phases as being necessary for successful working 

memory retention.

Many functional magnetic resonance imaging (fMRI) and positron-emission tomography 

(PET) investigations have examined working memory circuits in healthy adults (e.g., 

(Cabeza and Nyberg, 2000; Rottschy et al., 2012). These studies have highlighted a group of 

brain regions that include the dorsolateral prefrontal cortex, parietal and occipital regions, 

and the left supramarginal gyrus as critical to working memory function (Cabeza and 

Nyberg, 2000; Rottschy et al., 2012). While these PET and fMRI studies have provided 

valuable information on the specific brain regions that are active during working memory 

operations, delineating the brain areas that are active during each phase (i.e., encoding, 

maintenance, retrieval) of working memory processing has been more difficult due to the 

temporal limitations of these imaging modalities. However, recent neurophysiological 

investigations using magnetoencephalography (MEG) and electroencephalography (EEG), 

which possess excellent temporal resolution, have begun to fill this void by clarifying the 

spatiotemporal dynamics of working memory processing (e.g., (Bonnefond and Jensen, 

2012; Bonnefond and Jensen, 2013; Brookes et al., 2011; Honkanen et al., 2014; Jensen et 

al., 2002; Jensen and Tesche, 2002; Jiang et al., 2015; Morgan et al., 2011; Palva et al., 

2010a; Palva et al., 2011; Palva et al., 2010b; Roux and Uhlhaas, 2014; Roux et al., 2012; 

Sauseng et al., 2009; Spitzer et al., 2013)). While some findings in the MEG/EEG working 

memory literature have been variable, much of this variability can be attributed to task and 

stimulus design features (e.g., Sternberg versus N-back, auditory versus visual, verbal versus 

spatial). For example, neurophysiological studies of working memory have used auditory 

(Nolden et al., 2013; van Dijk et al., 2010), visuospatial (Jensen et al., 2002; Jensen et al., 

2007; Jensen and Tesche, 2002; Palva et al., 2010a; Palva et al., 2011; Palva et al., 2010b), 

vibrotactile (Spitzer et al., 2013), and language-based stimuli (Brookes et al., 2011). Slight 

variations in task design were also the norm in fMRI and PET studies, and many of the 

inconsistencies in this literature are likely attributable to this factor (Cabeza and Nyberg, 

2000; Rottschy et al., 2012).

Jensen and Tesche (2002) recorded MEG on healthy younger adults during a visual 

Sternberg task (Sternberg, 1969) and found that theta (4–7 Hz) activity in the frontal cortices 

parametrically increased as a function of memory load during the memory maintenance 
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phase, becoming stronger in amplitude from the 1-item condition up to the 7-item condition 

(Jensen and Tesche, 2002). Similar results have been reported by Gevins et al. (1997) and 

more recently by Sheeringa and colleagues (2009). Likewise, a MEG study by Brookes and 

colleagues (2011) also found an increase in frontal theta activity relative to the baseline, and 

a positive correlation between task difficulty and frontal theta. However, it is important to 

note that Brookes et al. did not distinguish between the encoding, maintenance, and retrieval 

phases so it is unclear which cognitive processes were best reflected in their images of 

oscillatory activity. In a related EEG study, Jensen et al. (2002) found that alpha (8–14 Hz) 

activity in the central parieto-occipital areas increased as a function of memory load during 

the maintenance phase, being weakest in the 2-item condition and strongest in the 6-item 

condition (Jensen et al., 2002). This pattern of increased alpha has been replicated and 

expanded in many recent studies, and findings of increased alpha during the maintenance 

phase appear to be especially robust (Bonnefond and Jensen, 2012; Bonnefond and Jensen, 

2013; Jiang et al., 2015; Tuladhar et al., 2007). In contrast to these studies of working 

memory maintenance, Palva et al. (2011) reported that the amplitude of theta-alpha, high 

alpha, beta, and gamma activity were significantly reduced during the maintenance phase 

relative to the baseline phase in most brain areas, and in no regions was neuronal activity (at 

any frequency) significantly stronger during the maintenance phase relative to the baseline 

(Palva et al., 2011). Furthermore, they found that only high-alpha, beta, and gamma-

frequency activity was positively correlated with memory load in the prefrontal cortices; that 

is, suppression of activity in these frequency bands became weaker as memory load 

increased (Palva et al., 2011). These and other discrepancies between studies may be 

attributable to not only focusing on different temporal phases of working memory (i.e., 

interpretations of what encompasses encoding, maintenance, or retrieval), but also focusing 

on distinct temporal periods within each phase across studies.

In the current study, we examined the dynamic distributed processes that serve working 

memory during a visual task that used single-letter stimuli that were simultaneously 

presented. Specifically, we focused on neural dynamics within the encoding and 

maintenance phases of working memory processing, where information is loaded, retained, 

and rehearsed. Prior EEG/MEG studies have not focused on the changing oscillatory 

dynamics within the encoding and maintenance periods specifically, which may lead to 

greater insight into the source of inconsistencies in this literature. To this end, we utilized 

high-density MEG to record healthy adult participants while they performed a modified, 

high-load, Sternberg-type working memory task. We hypothesized that participants would 

show relatively continuous neuronal activity across the encoding and maintenance periods in 

the left prefrontal and supramarginal regions, along with a dynamic response pattern in the 

occipital cortices, as function in this brain region switches from encoding stimuli to 

protecting active representations from incoming interference.

2. Methods

2.1 Subject Selection

We studied 16 healthy right-handed males (mean age: 26.00, range 19–30), all of whom 

were recruited from the local community. Exclusionary criteria included any medical illness 
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affecting CNS function, neurological or psychiatric disorder, history of head trauma, current 

substance abuse, and the MEG Laboratory’s standard exclusion criteria (e.g., dental braces, 

metal implants, battery operated implants, and/or any type of ferromagnetic implanted 

material). After complete description of the study was given to participants, written 

informed consent was obtained following the guidelines of the University of Nebraska 

Medical Center’s Institutional Review Board, which approved the study protocol.

2.2 Experimental Paradigm

During MEG recording, participants were seated in a nonmagnetic chair within the 

magnetically-shielded room and instructed to fixate on a crosshair presented centrally. A 

grid (19 × 13 cm; width by height) containing six letters was then presented and remained 

on-screen for 2 seconds. The letters then disappeared from the grid, and 3 seconds later a 

single “probe” letter appeared. Participants were instructed to tap their index finger if the 

probe letter was one of the six letters previously presented in the stimulus encoding set. 

Each trial lasted 6.9 s, including a 1.0 s pre-stimulus fixation; see Figure 1 for an illustration 

of the overall task design. Each participant completed 128 trials, and the task lasted 

approximately 14 minutes.

2.3 MEG data acquisition

All recordings were conducted in a one-layer magnetically-shielded room (MSR) with active 

shielding engaged. With an acquisition bandwidth of 0.1–330 Hz, neuromagnetic responses 

were sampled continuously at 1 kHz using an Elekta Neuromag system with 306 magnetic 

sensors (Elekta, Helsinki, Finland). Using MaxFilter (v2.1.15; Elekta), MEG data from each 

subject were individually corrected for head motion and subjected to noise reduction using 

the signal space separation method with a temporal extension (Taulu and Simola, 2006; 

Taulu et al., 2005). For motion correction, the position of the head throughout the recording 

was aligned to the individual’s head position when the recording was initiated.

2.4 MEG Coregistration & Structural MRI Processing

Prior to MEG measurement, four coils were attached to the subject’s head and localized, 

together with the three fiducial points and scalp surface, with a 3-D digitizer (Fastrak 

3SF0002, Polhemus Navigator Sciences, Colchester, VT, USA). Once the subject was 

positioned for MEG recording, an electric current with a unique frequency label (e.g., 322 

Hz) was fed to each of the coils. This induced a measurable magnetic field and allowed each 

coil to be localized in reference to the sensors throughout the recording session. Since coil 

locations were also known in head coordinates, all MEG measurements could be 

transformed into a common coordinate system. With this coordinate system, each 

participant’s MEG data were coregistered with structural T1-weighted MRI data prior to 

source space analyses using BESA MRI (Version 2.0). Structural MRI data were aligned 

parallel to the anterior and posterior commissures and transformed into the Talairach 

coordinate system (Talairach and Tournoux, 1988). Following source analysis (i.e., 

beamforming), each subject’s functional images were transformed into standardized space 

using the transform applied to the structural MRI volume.
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2.5 MEG Time-Frequency Transformation and Statistics

Cardio and eyeblink artifacts were removed from the data using signal-space projection 

(SSP), which was accounted for during source reconstruction (Uusitalo and Ilmoniemi, 

1997). The continuous magnetic time series was divided into epochs of 6.9 s duration, with 

baseline being defined as −0.4 to 0.0 s before initial stimulus onset (see Figure 1). Epochs 

containing artifacts were rejected based on a fixed threshold method, supplemented with 

visual inspection. An average of 91.69 (SD: 8.28) trials were used for further analysis.

Artifact-free epochs were transformed into the time-frequency domain using complex 

demodulation (resolution: 2.0 Hz, 25 ms; (Papp and Ktonas, 1977)), and the resulting 

spectral power estimations per sensor were averaged over trials to generate time-frequency 

plots of mean spectral density. These sensor-level data were normalized by dividing the 

power value of each time-frequency bin by the respective bin’s baseline power, which was 

calculated as the mean power during the −0.4 to 0 s time period. This normalization allowed 

task-related power fluctuations to be visualized in sensor space. However, since there is 

considerable variability in the time-frequency windows examined across different 

neurophysiological studies of working memory, the time-frequency windows subjected to 

beamforming (i.e., imaging) in this study were derived through a purely data-driven 

approach.

The specific time-frequency windows used for imaging were determined by statistical 

analysis of the sensor-level spectrograms across the entire array of gradiometers 

(magnetometer data was not analyzed) during the five-second “encoding” and 

“maintenance” time windows; see Figure 1. We focused on the gradiometer data because 

these sensors have a higher SNR for cortical activity, which is what was primarily expected 

given the known cortical origins of working memory. Each data point in the spectrogram 

was initially evaluated using a mass univariate approach based on the general linear model. 

To reduce the risk of false positive results while maintaining reasonable sensitivity, a two 

stage procedure was followed to control for Type 1 error. In the first stage, one-sample t-

tests were conducted on each data point and the output spectrogram of t-values was 

thresholded at p < 0.05 to define time-frequency bins containing potentially significant 

oscillatory deviations across all participants. In stage two, time-frequency bins that survived 

the threshold were clustered with temporally and/or spectrally neighboring bins that were 

also above the (p < 0.05) threshold, and a cluster value was derived by summing all of the t-

values of all data points in the cluster. Nonparametric permutation testing was then used to 

derive a distribution of cluster-values and the significance level of the observed clusters 

(from stage one) were tested directly using this distribution (Ernst, 2004; Maris and 

Oostenveld, 2007). For each comparison, at least 10,000 permutations were computed to 

build a distribution of cluster values. Based on these analyses, the time-frequency windows 

that contained significant oscillatory events across all participants during the encoding and 

maintenance phases were subjected to the beamforming analysis.

2.6 MEG Source Imaging & Statistics

Cortical networks were imaged through an extension of the linearly constrained minimum 

variance vector beamformer (Hillebrand et al., 2005; Liljestrom et al., 2005; Van Veen et 
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al., 1997), which employs spatial filters in the frequency domain to calculate source power 

for the entire brain volume. The single images are derived from the cross spectral densities 

of all combinations of MEG gradiometers averaged over the time-frequency range of 

interest, and the solution of the forward problem for each location on a grid specified by 

input voxel space. Following convention, we computed noise-normalized, differential source 

power per voxel in each participant using active (i.e., task) and passive (i.e., baseline) 

periods of equal duration and bandwidth (Hillebrand et al., 2005). Such images are typically 

referred to as pseudo-t maps, with units (i.e., pseudo-t) that reflect noise-normalized power 

differences per voxel. MEG preprocessing and imaging used the Brain Electrical Source 

Analysis (BESA version 6.0) software.

Normalized differential source power was computed for the selected time-frequency bands, 

using a common baseline, over the entire brain volume per participant at 4.0 × 4.0 × 4.0 mm 

resolution. The effect of time was examined using a random effects analysis for the time-

frequency bins of interest. Paired-sample t-tests were conducted to probe temporal changes 

in activation patterns between each of the 0.4 s time bins examined during the encoding and 

maintenance phases. As with the sensor-level analysis, a two-stage approach was used to 

control for Type 1 error, while maintaining reasonable sensitivity. In the first stage, one-

sample or paired t-tests were conducted on the pseudo-t values of each voxel and the output 

was thresholded at (p < 0.05) to create statistical parametric maps (SPMs) showing clusters 

of potentially significant responses (one-sample) or temporal differences in response 

amplitude (paired-samples). A cluster t-value was derived in stage two, for each cluster 

surviving stage one, by summing all of the t-values of all data points (voxels) within the 

cluster. Subsequently, we used permutation testing to derive a distribution of cluster t-

values, and tested the observed clusters for statistical significance using this distribution 

(Ernst, 2004; Maris and Oostenveld, 2007). For each comparison, at least 1,000 

permutations were computed to build a distribution of cluster t-values.

3. Results

All 16 participants were able to successfully complete the task. Participants performed 

generally well, correctly identifying the probe in 84.18% (SD: 6.74%) of all trials. 

Specifically, participants had a correct hit rate of 0.719, and a false alarm rate of 0.036, d′ = 

2.377. Only correct trials were used for analysis.

3.1 Sensor-Level Analysis

Analysis of the encoding and maintenance time windows showed a significant cluster of 

decreased high alpha/low beta (9–16 Hz) oscillatory power that began 0.2 s after onset of the 

stimulus grid and was sustained throughout the duration of the encoding phase and slightly 

into the maintenance phase (Figure 2), in the frontal and posterior gradiometers (p < .001, 

corrected). To probe how these oscillations evolved as a function of time, this significant 

time window was split into four non-overlapping 0.4 s time bins for the encoding phase (0.2 

– 1.8 s) and a transition period from encoding to maintenance (1.8 – 2.2 s); these time-

frequency bins were imaged using beamforming. In addition, a significant cluster of 

increased 9–12 Hz alpha activity was detected during the majority of the maintenance phase 

(p < .001, corrected), and this time window was split into eight non-overlapping time bins of 
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0.4 s each (1.8 – 5.0 s) and subjected to a beamformer analysis to evaluate the temporal 

dynamics of working memory processing.

3.2 Beamformer Analysis

The specific 9–16 Hz time bins subjected to beamforming were as follows: Encoding 1: 0.2 

– 0.6 s; Encoding 2: 0.6 – 1.0 s; Encoding 3: 1.0 – 1.4 s; Encoding 4: 1.4 – 1.8 s; Transition: 

1.8 – 2.2 s. Sequential beamformer output images from these time periods were computed 

using a common baseline period (−0.4 to 0.0 s), and the resulting pseudo-t units were 

compared using paired-samples t-tests, with each comparison being subjected to permutation 

testing. The onset of the encoding grid at 0.0 s initiated a strong 9–16 Hz decrease in 

occipital and other posterior cortices (Figure 2), which gradually spread anteriorly into left 

temporal and frontal cortices. From Encoding 1 to Encoding 2, the 9–16 Hz activity 

increased in the right superior temporal sulcus (p < .001, corrected), while activity in the left 

DLPFC and supramarginal gyrus further decreased (both p’s < .001, corrected; Figure 3). 

From Encoding 2 to Encoding 3, 9–16 Hz activity in bilateral occipital cortices started to 

increase towards baseline levels (p < .001, corrected), while activity in the left DLPFC 

continued to decrease, and significant decreases also emerged in the left superior temporal 

gyrus (p < 0.001, corrected). Finally, from Encoding 3 to Encoding 4 there continued to be a 

significant increase in alpha/beta power in bilateral occipital cortices (p < .001, corrected; 

Figure 3), which continued from Encoding 4 to the transition period between encoding and 

maintenance (p < .001, corrected). Beyond these dynamics, there was a strong and sustained 

decrease in alpha/beta activity throughout most of the encoding phase in the left middle and 

superior temporal gyri, left supramarginal gyrus, and the left inferior frontal gyrus (p < 

0.000001; one-sample t-test per time window). A map of group-mean responses per time 

window is shown in Figure 4.

As with the encoding period, sequential beamformer output images from the maintenance 

phase time periods were computed using a common baseline (−0.4 to 0.0 s) and compared 

using paired-samples t-tests, with each comparison being subjected to permutation testing. 

The specific 9–12 Hz time bins subjected to beamforming were: Transition: 1.8 – 2.2 s; 

Maintenance 1: 2.2 – 2.6 s; Maintenance 2: 2.6 – 3.0 s; Maintenance 3: 3.0 – 3.4 s; 

Maintenance 4: 3.4 – 3.8 s; Maintenance 5: 3.8 – 4.2 s; Maintenance 6: 4.2 – 4.6 s; 

Maintenance 7: 4.6 – 5.0 s (probe onset = 5.0 s). From the Transition to the Maintenance 1 

period, alpha activity in the parietal-occipital sulcus region continued to increase towards 

baseline levels with time (i.e., similar to the encoding phase). Similar effects were seen in 

the right cerebellum, where alpha activity increased from Transition to Maintenance 1 (both 

p’s < 0.001, corrected). These increases in alpha within the cerebellum and occipital 

continued from Maintenance 1 to Maintenance 2 (p < 0.001, corrected), and from 

Maintenance 2 to Maintenance 3 (p < 0.001, corrected), where both responses significantly 

rebounded above baseline levels. This oscillatory shift is shown in Figure 5. Significant 

oscillatory changes continued in the cerebellum from Maintenance 3 to Maintenance 4 and 

5. From Maintenance 5 to 6, 9–12 Hz activity in occipital and right cerebellar cortices 

significantly decreased, and this decrease continued from Maintenance period 6 to 7 in these 

brain regions (both p’s < .001, corrected). In contrast, activity in the left superior temporal 

gyrus and left inferior frontal gyrus significantly increased towards baseline levels from the 
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Maintenance 6 to the Maintenance 7 time period (p < .001, corrected). Finally, as with the 

encoding phase, alpha activity in the left middle and superior temporal gyri, supramarginal 

gyrus, and left inferior frontal gyrus was sustained throughout the maintenance phase (p < 

0.000001; one-sample t-test per time bin), although activity clearly increased toward 

baseline levels near the end of the maintenance aspect of the task.

4. Discussion

In the current study, we investigated the oscillatory dynamics that serve working memory 

encoding and maintenance in healthy adults who were performing a Sternberg-type working 

memory task. Most importantly, we found that presentation of the encoding grid elicited a 

strong decrease in 9–16 Hz activity in the occipital cortices that was sustained for about 1.0 

s, and then gradually returned to baseline throughout the encoding and the beginning of the 

maintenance period (9–12 Hz), before strongly increasing during the final second before 

retrieval. In contrast, high alpha/low beta activity in the left temporal and prefrontal areas 

significantly decreased as a function of time during the encoding period, and such activity 

was sustained throughout most of the maintenance phase until sharply increasing toward 

baseline levels during the final second leading up to retrieval. Together, these results 

indicate that working memory functions are supported by widespread temporal dynamics 

and enhance understanding of the complex neurophysiological processes that serve working 

memory encoding and maintenance in healthy adults.

We found strong decreases in alpha/beta (9–16 Hz) activity in the bilateral occipital cortices 

shortly after onset of the encoding grid. Given the visual nature of our stimuli (i.e., letters 

embedded in a grid), this was not surprising as alpha decreases following visual stimulation 

were reported in the earliest MEG paper (Cohen, 1968) and have been widely described 

since then. In regard to the duration of the response, Ihara and Kakigi (2006) found strong, 

sustained alpha decreases in the bilateral occipital areas of bilingual speakers during a visual 

perception task, which were strongest during the visual processing of letters from the 

participants’ first language. Such a prolonged response is certainly in agreement with our 

findings, as a strong decrease in occipital alpha/beta was readily apparent until early in the 

maintenance phase of the task (i.e., 2.6 s after grid onset). Recent neurophysiological 

evidence also suggests that this early decrease in the occipital cortices is modulated by 

visuospatial attention (Gould et al., 2011).

Beginning about 1.0 s after the onset of the maintenance period, significant alpha activity 

transitioned from a strong decrease to a robust increase in the parieto-occipital sulcus area. 

Alpha increases (i.e., synchronization) in the parieto-occipital sulcus have been reliably 

correlated with both memory load and, more importantly, the successful inhibition of 

distracters during working memory maintenance (Bonnefond and Jensen, 2012; Jensen et 

al., 2002; Tuladhar et al., 2007). For example, Bonnefond and Jensen (2012) used alphabetic 

stimuli and introduced either a weak distractor (a symbol) or a strong distractor (another 

letter) during the maintenance phase of a working memory task. They found that parieto-

occipital alpha increased in anticipation of the distractor, and that the amplitude of parieto-

occipital alpha was higher during the maintenance phase when a strong distracter was 

present (2012). While we did not specifically manipulate distracters, we did track the time 
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course of occipital alpha and found that the amplitude of activity was more prominent in the 

later stages of working memory, when the likelihood of forgetting should be increasing. 

These findings support the hypothesis that alpha increases (synchronization) in the occipital 

cortices reflect inhibition of sensory cortices to “gate” incoming stimuli. Interestingly, we 

further found that this occipital increase started to dissipate in the final time bin preceding 

retrieval, which may suggest that inhibition decreases as retrieval processes are initiated. We 

found a similar pattern of responses in the cerebellar cortices (especially right cerebellum). 

A large amount of work has been done to investigate the role of the cerebellum in working 

memory (see (Marvel and Desmond, 2010), and the general consensus is that cerebellar lobe 

VIII is preferentially activated when information is maintained for retrieval, which is 

consistent with our findings (Marvel and Desmond, 2010). We acknowledge that there is 

still some debate about the sensitivity of MEG to cerebellar activity. However, in our view, 

good practice is to present the data as observed and let the findings be confirmed (or not) by 

future work. We should point out that the number of MEG papers reporting cerebellar 

activity is growing (Bourguignon et al., 2013; Bourguignon et al., 2012; Dalal et al., 2008; 

Dalal et al., 2007; Krause et al., 2010; Maratos et al., 2007; Pollok et al., 2008; Pollok et al., 

2009; Soto and Jerbi, 2012; Timmermann et al., 2003; Wilson et al., 2010; Wilson et al., 

2011; Wilson et al., 2009).

Beyond the occipital and cerebellar cortices, we observed sustained alpha/beta decreases in 

the left DLPFC, left middle temporal, and left supramarginal areas, which progressively 

decreased during encoding, and maintained the same amplitude throughout most of the 

maintenance phase until returning to baseline just before retrieval. All of these left 

hemispheric brain regions are known to be involved in language processing and have been 

previously implicated in working memory studies, especially those that propose a 

multicomponent model of working memory like that of Baddeley and colleagues (Baddeley, 

1992; Baddeley, 2000; Baddeley et al., 2011; Baddeley and Hitch, 1974; Baddeley, 1974). 

In Baddeley’s framework, there are two slave systems that function to maintain short term 

information, a central executive mechanism that is responsible for deciding what 

information is relevant and which pieces of information can be integrated, and an episodic 

buffer component that is responsible for integrating data from the two slave systems (for 

extensive reviews, see (Baddeley, 2000; Baddeley et al., 2011). Studies have linked the left 

DLPFC and inferior frontal gyrus to executive functioning (i.e., the central executive 

component) and these two areas were engaged during encoding and remained active 

throughout the maintenance phase in our study. Further, the first slave system, the 

phonological loop, stores language-based information and keeps these data current through 

forms of rehearsal, which likely involves frontal areas. Previous meta-analytic fMRI studies 

have connected the left superior temporal lobe and left supramarginal gyrus to engagement 

of the so-called phonological loop (Cabeza and Nyberg, 2000; Rottschy et al., 2012) and our 

findings would be consistent with this position. Essentially, neural activity in the 

phonological loop should begin in the encoding phase and be sustained throughout the 

maintenance phase in language-based working memory tasks, which is in agreement with 

the dynamics we observed in the left superior temporal and supramarginal areas. 

Presumably, the extensive co-activation of frontal and temporal regions reflects interactions 

needed to store (superior temporal and supramarginal) and guide rehearsal of information 
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(DLPFC) until retrieval processes are initiated. Far less is known about the neurological 

correlates of the episodic buffer and we can only speculate that such processing may involve 

tissues in the left temporal lobe, as a large area of this brain region was engaged through 

most of the encoding and maintenance phases of our task. Lastly, the other slave system, the 

visuo-spatial sketch pad, stores visual and spatial information. Our task did not involve a 

spatial memory component and thus likely did not require this component.

The left DLPFC has also been shown to selectively respond to the identification and storage 

of word and letter information used in working memory (Chan, 2013; Liu et al., 2009), and 

this area is widely known as an executive hub for cognitive and attentional control (e.g., 

(Fried et al., 2014; Goldman-Rakic et al., 1992). Chen and Lin (2012) used MEG to record 

participants while they processed abstract and concrete words, and then tested participants 

on which words they later remembered. They found that, not only was the left DLPFC 

preferentially active during word processing, but that broadband activations were of higher 

amplitude when the words were later remembered (2012). Importantly, they found a slight 

delay in DLPFC activity, and suggested that this could be due to encoding inefficiency 

(Chen and Lin, 2012). While we arguably observed a similar “delay” (i.e., a temporal 

difference) in left DLPFC activity, this delay was due to a continuous decrease in 9–16 Hz 

activity throughout the encoding period, coupled with an increase in such activity in the 

bilateral occipital cortices. We suggest that this “delay” is not due to inefficiency, but rather 

is a function of the dynamic process by which the stimuli are being encoded from lower-

level stimulus processing to higher-level executive and associative processing, which aids in 

later retrieval. Furthermore, we speculate that finer decomposition of the time series may 

indicate oscillatory dynamics in the millisecond range between the left DLPFC and 

supramarginal area, reflecting active rehearsal mechanisms to maintain the memory trace. In 

future studies, we plan to focus on the maintenance phase of working memory and 

interrogate the dynamics on a finer scale (e.g., time bins of 10’s of milliseconds).

While this study provides critical insight into the spatiotemporal dynamics of the encoding 

and maintenance phases of working memory processing, it is important to note some 

limitations. The primary results of this study highlight the importance of temporal 

information in understanding complex brain processes, such as that of encoding, rehearsing, 

and maintaining information during a working memory task. However, finer scale spectro-

temporal analyses, as well as dynamic connectivity analyses, are needed to further determine 

how these different responses evolve on a millisecond level. Furthermore, it is likely that the 

strength of interregional interactions (i.e., functional connectivity) among active brain 

regions changes with each phase of the task, and thus connectivity indices will need to be 

computed on individual time bins in future studies. One potential limitation of this study is 

that we did not image theta frequency activity. Activity in the theta band was not significant 

in our permutation testing on sensor-level time-frequency data, and thus we did not attempt 

to resolve this activity using a beamformer. Typically, studies reporting frontal theta (e.g., 

(Brookes et al., 2011; Jensen and Tesche, 2002) presented stimuli sequentially during the 

encoding phase, and this may explain why significant theta was not observed in our 

experiment which used simultaneous presentation. Another limitation of our study is that the 

complexity of the task (e.g., memory load) was not parametrically varied. As such, 

interpretations of how these neuronal oscillations might differ as a function of memory load 
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can only be speculative in nature. Despite these limitations, the current study provides 

essential information regarding the pattern of neural activity that serves successful 

preservation of information in verbal working memory.
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Figure 1. 
Sternberg-Type Working Memory Paradigm. Each trial consisted of four phases: (1) a 

fixation phase which lasted 1.0 s and functioned as the baseline (−0.4 to 0 s), (2) an 

encoding phase (blue text) which lasted 2.0 s and consisted of 6 letters being presented 

simultaneously within a grid, (3) a maintenance phase (red text) lasting 3.0 s where the six 

letters disappeared from the grid, and (4) a retrieval phase which lasted 0.9 s and required 

participants to respond as to whether the single letter probe was included in the original 

encoding set.
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Figure 2. 
Group-Averaged Time-Frequency Spectra During Encoding, Maintenance, and Retrieval 

Phases. Time (in ms) is denoted on the x-axis, with 0 ms defined as onset of the encoding 

grid. Frequency (in Hz) is shown on the y-axis. All signal power data is expressed as a 

percent difference from baseline (−0.4 to 0.0 s), with the color legend shown to the far right. 

Data represent a group-averaged gradiometer sensor that was near the parietal-occipital 

region in each participant (the same sensor was selected in each participant). As can be 

discerned, alpha/beta activity in this brain area strongly decreased (i.e., desynchronization) 

during the encoding phase, then shifted toward robust increases (i.e., synchronization) in a 

more narrow (alpha) band during the maintenance phase. Time periods with significant 

oscillatory activity (relative to baseline) were subjected to beamforming in 0.4 s non-

overlapping time bins.
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Figure 3. 
Significant 9–16 Hz Oscillations during Encoding. Brain areas exhibiting significant 

changes in 9–16 Hz activity as a function of time are shown with red indicating increases in 

oscillatory power and blue showing decreases in power. For each cluster, the peak difference 

between time windows is denoted with a star on the top panel, and the t-values for the 

significant cluster (per time bin) are shown at the bottom. Note that the cluster t-values 

shown in the bar graphs were computed using a one-sample t-test on each time window, and 

are only meant to aid in interpreting the results of the paired-samples t-test; all p-values 

below were based on the paired-samples results. From Encoding 1 (0.2 – 0.6 s) to Encoding 

2 (0.6–1.0 s), the amplitude of 9–16 Hz activity significantly decreased in the right superior 

temporal sulcus (STS; p < .001, corrected), while such activity significantly increased in the 

left DLPFC and supramarginal gyrus (SMG; both p’s < .001, corrected). From Encoding 2 

to Encoding 3 (1.0–1.4 s), the amplitude of activity in bilateral occipital cortices increased 

toward baseline levels (p < .001, corrected), while the significant decrease in 9–16 Hz 

activity continued in the left DLPFC and emerged in the superior temporal gyrus (STG: p > 

0.001, corrected). Finally, from Encoding 3 to Encoding 4 (1.4–1.8 s) the significant 

increase in 9–16 Hz activity continued in the bilateral occipital cortices (p < .001, corrected).
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Figure 4. 
Temporal Dynamics of Alpha/Beta oscillations in Left Fronto-Temporal Cortices. Group 

mean beamformer images (pseudo-t) of the encoding (blue) and maintenance (red) phases in 

each 0.4 s time bin starting 0.2 s after onset of the encoding grid. As can be discerned, there 

was a strong and sustained decrease in 9–16 Hz power throughout most of the encoding 

phase in the left middle and superior temporal gyri, and left supramarginal gyrus. Power 

decreased in these areas from Encoding 1 to Encoding 2, and from Encoding 2 to Encoding 

3 (p’s < .001, corrected). The response then stabilized in amplitude and was sustained 

throughout most of the maintenance period, until it clearly dissipated toward baseline near 

the end of the maintenance phase of the task, with significant changes in the last two time 

bins. It should be noted that there was also significant power decreases in the left DLPFC 

(see Results).
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Figure 5. 
Alpha Modulation during Maintenance. Group mean beamformer images (pseudo-t) of the 

maintenance phase showed a transition from a decrease (desynchronization) in the bilateral 

occipital cortices to a significant increase (synchronization) during the maintenance phase of 

the task, from 2.2 to 3.4 s (i.e., starting 0.2 s after the onset of the maintenance phase). 

Significant increases in activity within the cerebellum and occipital lobes occurred from 

Maintenance 1 to Maintenance 2 (p > 0.001, corrected), and from Maintenance 2 to 

Maintenance 3 (p > 0.001, corrected), where both responses turned into strong alpha 

synchronizations.
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