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Abstract

Accessing the venous bloodstream to deliver fluids or obtain a blood sample is the most common 

clinical routine practiced in the U.S. Practitioners continue to rely on manual venipuncture 

techniques, but success rates are heavily dependent on clinician skill and patient physiology. In the 

U.S., failure rates can be as high as 50% in difficult patients, making venipuncture the leading 

cause of medical injury. To improve the rate of first-stick success, we have developed a portable 

autonomous venipuncture device that robotically servos a needle into a suitable vein under image 

guidance. The device operates in real time, combining near-infrared and ultra-sound imaging, 

image analysis, and a 7-degree-of-freedom (DOF) robotic system to perform the venipuncture. 

The robot consists of a 3-DOF gantry to image the patient's peripheral forearm veins and a 

miniaturized 4-DOF serial arm to guide the cannula into the selected vein under closed-loop 

control. In this paper, we present the system architecture of the robot and evaluate the accuracy 

and precision through tracking, free-space positioning, and in vitro phantom cannulation 

experiments. The results demonstrate sub-millimeter accuracy throughout the operating workspace 

of the manipulator and a high rate of success when cannulating phantom veins in a skin-

mimicking tissue model.
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I. Introduction

VENIPUNCTURE is critical to a plethora of clinical interventions and is the most 

ubiquitous invasive routine in the U.S., with over 2.7 million procedures performed daily 

[1], [2]. The procedure is traditionally guided by visual inspection and palpation of the 

peripheral forearm veins. Once a suitable vein is located, a needle is then inserted into the 

center of the vessel. Oftentimes, however, it is difficult to estimate the depth of the vein or 

steer the needle if the vein moves or rolls. In these situations, it is easy for the needle tip to 

slip and miss the vein or pierce through the back of the vein wall. Poorly introduced needles 

may then result in complications such as increased pain, internal bleeding, or extravasation.

The challenges of venipuncture are exacerbated in obese and dark-skinned patients where 

locating a vein can be difficult, as well as in pediatric and geriatric populations where the 

veins are often small and weak. In total, failure rates are reported to occur in 30–50% of 

attempts [2]. Repeated failure to start an intravenous (IV) line may necessitate alternative 

pathways such as central venous catheters or peripherally inserted central catheters [3] that 

incur a much greater safety risk to the patient and practitioner, as well as added time and 

cost to the procedure [3], [4]. Consequently, venipuncture is the number one cause of patient 

and clinician injury in the U.S. [2], [5]. In total, difficult venous access is estimated to cost 

the U.S. health care system $4.7 billion annually [6].

In recent years, various imaging technologies based on ultra-sound (US) [7], visible (VIS) 

light [8], or near-infrared (NIR) light [9] have been introduced to aid clinicians in finding 

veins. However, these technologies rely on the clinician to insert the cannula manually. 

Furthermore, systems that provide 2-D images of the skin, such as the commercially 

available VeinViewer (Christie Medical Holdings Inc.) and the AV400 System (AccuVein 

Inc.), do not provide depth information and lack the resolution to detect subtle vessel 

movement or rolling. Overall, research findings have been mixed regarding the efficacy of 

imaging devices, with several studies observing no signifi-cant differences in first-stick 

success rates, number of attempts, or procedure times in comparison with standard 

venipuncture [10], [11]. The absence of clinical improvement may suggest that difficult 

insertion of the cannula, instead of the initial localization of the vein, is the primary cause of 

failure during venous cannulation.

In addition to vein viewing devices, medical robots that automate the needle insertion 

process have been developed for a wide range of medical applications [12]; however, these 

devices are not appropriate for venous access. Specifically, surgical robots for prostatectomy 

[13], orthopedic surgery [14], neurosurgery [15], and brachytherapy [16], [17] are large, 

complex, and expensive. Several research groups have developed semiautomated 

venipuncture devices [18], [19]; however, these systems do not remove human error from 

the procedure, as the clinician is still manipulating the device into position for the needle 

insertion.

Currently, there are two devices designed to perform automated image-guided venipuncture. 

The first is an industrialsized robotic arm (VeeBot), which has been reported to locate a 
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suitable vein about 83% of the time [20]. However, these data exclude accuracy rates for the 

actual robotic needle insertion and have not been published in a peer-reviewed journal. 

Furthermore, the size and weight of the robotic arm may limit the clinical usability of the 

system.

The other system designed for automated venipuncture, developed by our group, is the 

VenousPro device—a portable image-guided robot for autonomous peripheral venous 

access. A first-generation (first-gen) prototype was introduced in [21], which utilized 3-D 

NIR imaging to guide a 4-degree-of-freedom (DOF) robot. The system was shown to 

significantly increase vein visualization compared with a clinician and to cannulate a 

phlebotomy training arm with 100% accuracy. Nevertheless, while the first-gen device was 

successful in demonstrating proof of concept, several limitations were observed. First, the 

device lacked three critical degrees of motion needed to adapt the cannulation procedure to 

human physiological variability. Namely, the ability to: 1) align the needle along the 

longitudinal axis of any chosen vein; 2) gradually adjust the angle of the needle during the 

insertion process; and 3) adjust the vertical height of the needle manipulator.

The second limitation of the device was that it did not incorporate closed-loop needle 

steering to account for subtle arm and tissue motion. Third, the device required manual 

camera-to-robot calibration prior to the procedure. Fourth, the device relied on manual 

handling of the needle by the practitioner and, thus, could not address the risks associated 

with accidental needle stick injuries. Finally, the imaging capability of the device was found 

to be reduced in pediatric and high-BMI patients due to the limited resolution of optical 

techniques alone.

To address the limitations of the first-gen prototype, a second generation (second-gen) 

device (see Fig. 1) has been developed. This device incorporates 7-DOF, including the 

original 4-DOF of the first-gen device and three added DOF that dramatically extend the 

kinematics and operating workspace for the needle insertion task. The major mechanical 

enhancement of the second-gen device is the implementation of a miniaturized 4-DOF serial 

manipulator arm that steers the needle under closed-loop kinematic and image-guided 

controls. Additionally, US imaging has been incorporated into the new device to improve 

vein visualization in patient demographics that challenged the original system.

This paper focuses on the robotic design, implementation, and testing of the second-gen 

venipuncture device, with particular focus on the kinematics and closed-loop control of the 

miniaturized 4-DOF needle manipulator. The reader is referred to [21] for in-depth details of 

the image-processing algorithms. Here, we first describe detailed designs of the robot in 

Sections II–IV and, then, present experimental tracking, positioning, and phantom 

cannulation results in Section V. Finally, Section VI draws conclusions and presents future 

work.

II. Device Design

Table I outlines the high-level design criteria that guided the development of the second-gen 

device. Fig. 1(a) illustrates a rendered CAD model of the system, which combines NIR and 

US imaging, a 3-DOF gantry system, and a 4-DOF manipulator. Fig. 1(b) shows the 
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physical device, which is significantly smaller than the first-gen device (30 × 25 × 25 cm, 

3.5 kg versus 46 × 46 × 46 cm, 10 kg). The open half-shell design allows the device to be 

easily integrated into the existing phlebotomy work flow.

This process starts with the clinician first swabbing the injection site with alcohol, either in 

the antecubital fossa (for blood draws) or anterior forearm (for IV therapy). The clinician 

then loads the cannula into the back of the device with the cap still in place. The robot arm 

grabs the needle using an electromagnet (EM) embedded in the end-effector, and as the 

manipulator translates horizontally in the y-direction, the cap is removed.

Once the needle is loaded, the patient places their arm in the device, which incorporates an 

arm rest that lightly restrains the arm via an adjustable handle bar to reduce large 

movements. The NIR imaging system and image analysis software, which then scans the 

arm and segments the veins, is described in detail in [21]. Briefly, the device uses 940-nm 

NIR light to improve the contrast of subcutaneous peripheral veins and extracts the 3-D 

spatial coordinates of the segmented veins from images acquired by a pair of calibrated 

stereo cameras. Suitable veins, selected based on continuity, length, and vessel diameter 

[21], are displayed on the device's user interface (UI), from which the clinician selects the 

final cannulation site. Then, the US probe lowers down on the patient's arm to provide a 

magnified longitudinal image of the chosen vein and confirms venous blood flow. Finally, 

the robot aligns the cannula along the longitudinal axis of the vein and inserts the needle at 

30°, as commonly observed in the clinic. The manipulator then gradually lowers the 

insertion angle to 15° upon contact with the skin surface, until the tip reaches the center of 

the vein.

Once securely positioned in the vessel, the cannula disengages from the robot, and by virtue 

of the open shell design, the clinician can access the patient's arm to finish the procedure. In 

the case of a blood draw, this includes interchanging blood vials, removing and disposing of 

the needle, and placing a bandage over the injection site.

The UI allows the clinician to oversee the full robotic venipuncture and intervene if 

necessary. In addition, the UI directs the clinician through the protocol steps by prompting 

checks and reminders to ensure that both the patient and practitioner remain safe throughout 

the phlebotomy. The total procedure time using the robot is estimated to be <5 min for all 

patients, where the system executes the steps from imaging the veins to cannulating the 

vessel in <2 min [21]. Compared with manual phlebotomy, where the time to completion 

can range from 7 min in normal adult patients to >30 min in difficult populations [22], the 

robot has the potential to perform the cannulation in significantly less time.

III. System Architecture

The key elements in the system architecture are broadly categorized into the imaging 

component, main computer, image-processing unit, and robotic assembly (see Fig. 2), each 

with their respective safety mechanisms. For example, we implemented a watchdog protocol 

to monitor the activity of the processing unit, controls, and electronics. In addition, all 

actuators have nonbackdrivable gear heads that lock in position when torque is removed to 
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ensure no free motion at the robot joints. Finally, there is a push-button brake that shuts 

down the electrical hardware to lock the joints, located by the UI.

A. Hardware

The device is fabricated out of 6061 machined aluminum, rapid prototyped ABS 

thermoplastic, precision ball bearing linear sliders, as well as off-the-shelf electronic 

components including actuators, motor drivers, LEDs, and the US probe.

1) Optical and Ultrasound Image Acquisition—The device exploits the unique 

properties of the NIR spectrum (700–1000 nm) to image the subcutaneous veins. Namely, 

NIR light exhibits decreased scatter and reflection on the skin tissue surface compared to 

VIS light, and deoxyhemoglobin in veins shows increased absorption in the NIR range [23]. 

This results in a 4-mm NIR penetration depth that highlights the contrast of superficial 

veins. However, in obese and pediatric populations whose veins often lay underneath a 

dense layer of adipose tissue, NIR light is unable to image the vessels. Thus, we 

implemented US imaging to increase the penetration depth to 4 cm, ensuring that the device 

can be used across all demographic groups.

The imaging subassembly consists of two charge-coupled device cameras (Firefly MV, 

Point Grey) with extended sensitivity in the NIR spectrum, as well as a 12-MHz brightness 

mode (B-mode) portable US transducer (Interson Inc.). The cameras provide a coarse 3-D 

map of the venous structure, and once a suitable injection site is selected, the US probe 

drops down to provide a high magnification longitudinal view of the chosen vein. Wide-

angle (100°) lenses are fitted to each camera to enable a sufficient field-of-view to image 

peripheral forearm veins (wrist to 4 cm proximal to the elbow). The cameras and US probe 

are securely mounted to the 3-DOF gantry system via machined aluminum brackets. NIR 

images are captured at 30 Hz each and transmitted to the GPU for processing. The US probe 

operates at 20 frames/s, enabling the 256 acoustic scan lines to be processed in real time. 

The resolution of the NIR image is 1 mm in x and y, and 2 mm in z, whereas the resolution 

in the US image is 0.015 mm in x and z.

2) Seven-Degree-of-Freedom Robot—The robotic system is comprised of a 3-DOF 

Cartesian gantry (x, y, z as depicted in Fig. 1) and a 4-DOF serial needle manipulator arm. 

Precision lead-screw linear stages are used for the Cartesian positioning system (LSM series, 

Zaber), whereas DC brushed motors with gear heads and magnetic-based incremental 

encoders (A-max 16, Maxon Motors) are used for the 4-DOF serial arm. Translation in x and 

y positions the US probe and needle manipulator above the injection site, and z translation 

allows the US probe to lower onto the patient's arm. The linear stages are driven by NEMA 

08, two-phase stepper motors (Zaber) with a resolution of 0.1905 μm, peak thrust of 25 N, 

max speed of 5.8 cm/s, and minimal backlash (<13 μm)—satisfying the power and precision 

requirements needed for each axis. The steppers operate under open-loop control using 

dedicated motor drivers for each stage with 1/64 step resolution.

The serial arm provides longitudinal alignment along the vein, positions the needle at a 30° 

insertion angle, and performs the injection using a linear spindle drive (RE 8, Maxon 

Motors). Motor torque and power calculations governed the selection of low-backlash 
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(<0.3°) gear head motors for joints 1–3 (see Fig. 4) and a linear spindle drive for the 

injection system. The joint motors can supply up to 30 N · cm of torque, with a closed-loop 

positioning resolution of 0.002°, by means of the attached 512 cpt quadrature encoders. 

Conversely, the spindle drive outputs a max force of 8 N, which has been shown to be 

sufficient to pierce human skin tissue and the vein wall [18]. An EM (EM050, APW 

Company) with a 9-N holding force is embedded in the distal end of the end-effector to 

serve as the needle attach and release mechanism.

3) Central Processor—A compact PC (Dell Precision M6400) in conjunction with a 

graphics card (NVIDIA Quadro FX 3700M) was utilized for all experiments conducted in 

this study. The graphics processor handles the majority of the image-processing pipeline as 

outlined in Fig. 2, whereas the CPU handles the robotic kinematic controls and UI display. 

Currently, we are working to replace the laptop CPU and GPU with an embedded system to 

reduce the size of the central processor.

B. Software

Calibration of the NIR and US imaging systems, as well as the vision algorithms used to 

guide the robot, are summarized below. All vision and motion control software was written 

in LabVIEW (National Instruments) and C++.

1) Automated Stereo Camera Calibration—Camera calibration software was adapted 

from the Caltech Toolbox [24] and rewritten in LabVIEW. A planar grid with circular 

control points was machined to the base of the system. During the calibration, the grid is 

imaged by the stereo camera pair at different viewing heights to form a nonplanar cubic 

calibration rig. The cameras were positioned vertically by the z-axis of the 3-DOF gantry 

system. The intrinsic and extrinsic parameters of the stereo setup are then extracted using the 

method of Heikila [25], allowing the camera coordinates to be registered to the robot frame. 

The resulting reprojection error is approximately ±0.1 mm in our setup, which translates to 

an (x, y, z) image reconstruction error of approximately 1 mm, given the image resolution of 

the cameras.

2) Automated Ultrasound Calibration—In order to register the US system to the robot 

frame, the curvilinear coordinate system of the US transducer must be converted to the 

rectangular coordinate system of the image displayed on-screen. In this process of scan 

conversion, the raw B-mode scan lines extracted from the curved US transducer are spatially 

interpolated based on the known geometry of the transducer, sampling frequency, and line 

density [26]. Small spatial errors in the scan conversion are then minimized using an N-

shaped fiducial-based calibration method [27], which allows the pixel coordinates of the US 

image to be mapped back to the robot coordinates.

3) Vein Segmentation and Image Guidance—Image analysis algorithms for the NIR 

and US systems are executed in parallel on a GPU to increase the cycle rate (see Fig. 2, 

center). Fig. 3 outlines the main image analysis steps, as detailed in [21]. Briefly, veins are 

first extracted from the NIR images by analyzing their second-order geometry [28]. Suitable 

veins, determined based on their diameter, length, continuity, and contrast, are displayed on 
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the UI for selection by the practitioner via clinical judgment. During the needle insertion, the 

selected vein is segmented in real time from the longitudinal US image using the region 

growing algorithm in [29]. The center of the segmented vein is then calculated continuously 

at high resolution (0.015 mm), allowing the exact depth of the cannulation target to be 

known throughout the insertion. The US image can also be used to detect blood flow within 

the veins and visualize the needle.

IV. Needle Manipulator

A. Serial Arm Design

The needle manipulator on the first-gen device consisted of a 2-DOF mechanism to 1) set 

the insertion angle, and 2) cannu-late the selected vein under NIR guidance. All actuators 

were stepper-based and operated under open-loop commands; hence, the motors could not 

provide real-time feedback control to locate the needle tip via forward kinematics. 

Furthermore, with only one revolute DOF, the manipulator had a highly limited operating 

workspace and was unable to align the needle with the orientation of the vein.

To address these problems, we redesigned the needle manipulator in the second-gen device 

based on the following engineering constraints.

1) The manipulator should have the accuracy to cannulate veins as small as ø2 mm 

(seen in pediatric populations).

2) The needle insertion force should be >5 N (shown to be sufficient to pierce 

human skin tissue [18]).

3) The robotic arm should be compact (<30 cm3) and lightweight (<0.4 kg).

4) The manipulator should have an operating workspace >175 cm3 (sufficient for 

the needle insertion task [21]).

5) The end-effector should have a safety quick release mechanism to disengage the 

cannula from the robot.

Several robot designs were considered, including parallel, serial, and decoupled systems. 

Although parallel robots offer high accuracy, stiffness, and low inertia, oftentimes the 

workspace of a parallel manipulator is smaller than the robot itself. The needle manipulator 

on our device needs to be compact, yet have a large enough workspace to align and reach all 

possible vein injection sites on the forearm (i.e., workspace volume >175 cm3). Decoupled 

systems often involve complex mechanisms and are constrained to disjointed motions. To 

achieve a large enough workspace with a decoupled manipulator, the system would have to 

be large and bulky, thus increasing the size and weight of our device.

Conversely, a serial arm can provide a large enough workspace using simple compact 

mechanisms, while also allowing for smooth human-like joint trajectories. For these reasons, 

we selected a serial manipulator arm to servo the needle. Fig. 4 illustrates the robotic arm 

concept and corresponding kinematic link chains. A compact serial arm design also allows 

the device to keep the needle hidden from the patient at all times prior to the venipuncture. 

When folded in its home position, the manipulator has a volume of 2 × 2 × 6 cm, yet once 
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fully extended, the needle can reach points as far as 16 cm from the robot arm origin (see 

Fig. 5).

Complex manipulator-mechanism designs such as cables and pulleys that are commonly 

seen in surgical robots were avoided in the serial arm to keep the joints compact and stiff. 

Instead, low-backlash (<0.3°) precision gear heads (GS16VZ, Maxon Motors) are integrated 

into the motors, and the outputs of the gear axles are directly attached to each rotational link 

in the manipulator chain. For the linear injection system, we use a spindle drive to provide 

smooth linear motion, while minimizing backlash (1.8° corresponding to 0.112-mm 

positioning accuracy).

B. Kinematics

Forward kinematics is used to extract the needle tip position from the joint parameters, 

whereas inverse kinematics is used to calculate the joint angles required to position the 

needle tip at the desired location. The kinematic equations for the manipulator arm were 

derived using a standard Denavit–Hartenberg (DH) convention [30]. Fig. 4(b) shows the 

assignment of link frames, and Table II contains the DH parameters used to solve the 

kinematic equations.

The parameters specified in the DH table link the manipulator origin frame to the wrist 

frame at the distal end of the end-effector as governed by (1). The needle tip position is then 

computed using a wrist-to-tool transform

(1)

Using (1), the operating workspace was computed to be 310 cm3 for the needle manipulator 

and is displayed in Fig. 5. The length of links 2 and 3 were optimized by running kinematic 

simulations so that the volume of reachable workspace was sufficient for the needle 

insertion task (i.e., 175 cm3 as governed by a clinical survey [21]).

C. Motor Control System

As depicted in Fig. 6, the motor control scheme is as follows. First, the 3-D coordinates of 

the selected target vein center are outputted from the US vein segmentation algorithm and 

inputted into the inverse kinematic equations. Here, the joint parameters needed to position 

the needle at the desired location prior to the cannulation are calculated. The manipulator 

has the ability to dynamically steer the needle in real time by tracking the injection site and 

vein walls in the US image to account for patient arm movement, vein/tissue deformation, 

and vein rolling. Specifically, we use a trajectory planner that calculates the needle path, 

interpolating from the start and end points at a 20-Hz cycle rate using an exponential decay 

function. This allows us to continuously feedback the updated desired injection site 

extracted from the US image. In this fashion, the US serves as image feedback to guide the 

needle manipulator in a closed-form control loop.

During the cannulation, the insertion angle is gradually decreased from 30° to 15° following 

contact with the skin surface. Here, the cannula is steered into the vein until the needle tip 
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reaches the center. By tracking the target vessel in real time throughout the insertion, the 

device is able to compensate for rolling veins, tissue motion, and the viscoelastic nature of 

human tissue.

For motor control in the 4-DOF arm, independent Digital Position Controllers (EPOS2, 

Maxon Motors) for each joint were utilized, which contain both motor drivers and encoder 

counters on the same board. We operated them using a controller area network protocol to 

send 32-bit PWM signals (100-kHz switching frequency) to the motors. These controllers 

provide position, velocity, and current control, taking advantage of an acceleration and 

velocity feed-forward control scheme (see Fig. 6). The sampling rate of the PI current, PI 

speed, and PID positioning compensator is 10, 1, and 1 kHz, respectively, and the counter 

samples the encoder pulses at 5 MHz. These cycle rates are more than sufficient to 

dynamically adjust the needle position based on image feedback from the US. By virtue of 

the built-in current control loop, these drivers are able to supply a holding torque to stabilize 

the joints once they reach the desired angles. We utilized the Maxon built-in PID tuner and 

LabVIEW library to implement these controllers into the device system architecture.

D. Automated Needle Handling

We implemented an automated needle handling system to limit practitioner contact with 

exposed sharps, in order to reduce the risk of accidental needle sticks and improve safety 

throughout the procedure. To achieve this, we fabricated a reloader mechanism consisting of 

linear ball bearing sliders and a spring-based push-to-open grab latch. First, the clinician 

manually loads the needle, with the attached clip containing the EM, onto the designated slot 

on the reloader [see Fig. 7(a)] with the cap still in place. The clinician then pushes the latch 

closed, aligning the cannula in the proper position and orientation for the robotic arm [see 

Fig. 7(b)].

When the manipulator is ready to grab the needle, it translates horizontally in the y-

direction, engages the EM in the end-effector, and latches onto the needle via the strike plate 

(i.e., steel washer) embedded in the needle clip. Once inserted in the vein, the needle 

disengages from the robot by deactivating the EM, and the clinician completes the procedure 

(e.g., interchanging blood vials in the case of a blood draw).

V. Experiments

A. Manipulator Tracking Experiments

To first evaluate the control scheme for the robot arm, frequency-tracking experiments were 

performed for each joint independently using sine wave inputs. In these studies, sine wave 

frequencies were varied from 45–180 °/s to simulate the absolute minimum and maximum 

speed ranges the manipulator would encounter during a venipuncture procedure. The wave 

amplitude was maintained at 10° for each revolute joint and 5 mm for the injection system. 

Fig. 8 displays the results from these experiments, showing RMS errors at the needle tip. 

Frequency testing indicated that each joint was controllable and highly repeatable (mean 

standard deviation across all tests was 0.005 mm).
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B. Needle Positioning Testing

To test the positioning accuracy, precision, and operating workspace of the needle 

manipulator, we conducted studies in which we positioned the needle tip on the center of ø4 

mm circles on a calibration grid. The circles were oriented on a flat plane in a 7 × 7 grid 

separated by 7 mm center-to-center. The grid structure was rigidly mounted to the base of 

the robot [see Fig. 9(a)]; hence, we could relate the coordinates of the circles with the robot 

coordinate frame by extracting the dimensions from the CAD model.

In all experiments, the robot arm was initially set on the gantry; therefore, the needle was in-

plane with the middle circles along the y-axis. For each trial, the experimental protocol 

included extracting the center of the circle (x, y, z) via the robot frame, then using this 

coordinate as the input into the inverse kinematic controls of the manipulator to set the 

required joint parameters to position the needle tip on the center of the circle. Finally, the 

desired circle center location extracted from the CAD model was compared to the actual 

needle tip position using the fixed cameras on the robot. Needle tip segmentation was 

achieved using a region grow formula with a Canny edge detector. To ensure minimal 

errors, we manually selected the needle tip in the post-processed images. Fig. 9(b) shows 

stereo NIR images of the needle tip positioned at the center of a test circle on the calibration 

grid, as well as the resulting needle tip segmentation from the region grow algorithm and 

edge detector.

To first test the repeatability of the needle manipulator, we ran 50 trials on the five yellow 

outlined circles labeled in Fig. 9(a) and compared the actual versus desired needle tip 

position. The average 3-D positioning error (mean ± standard deviation) was 0.81±0.02, 

0.79±0.01, 0.94±0.02, 0.66±0.02, and 0.52±0.02 mm for the front, middle, back, left, and 

right circles, respectively. These circles were chosen to test the repeatability of the 

manipulator across the workspace area. Although the positioning errors were greater than 

expected, the low standard deviation values indicate that the serial arm is extremely 

repeatable.

To further test the free-space positioning accuracy, the calibration grid was removed, and the 

needle tip was then placed at the coordinate of every circle within the inner 5 × 5 grid, as 

indicated by the black square outlined in Fig. 9(a). During the experiment, the height of the 

grid was varied over seven heights at vertical increments of 4 mm. This way, the accuracy of 

the robot was evaluated over 175 evenly spaced positions within a 28 × 28 × 24 mm work 

volume. By determining the exact offset of the manipulator at each grid point, and then 

interpolating (bicubic method) at every position in between, dense x, y, and z error 

correction maps were created at different heights. Fig. 10 displays the qualitative error maps 

at a z height of 78 mm, and Table III presents the quantitative results across the seven 

heights.

Because of the high repeatability in the serial arm, we were able to input these error maps 

into our motor control algorithms to compensate for the subtle positioning inaccuracies. As 

shown in Fig. 10 and Table III, the robot demonstrated significantly reduced error after 

repeating the workspace accuracy experiments following error correction (3-D: 0.201 mm) 

compared with before (3-D: 1.824 mm). Overall, the results indicate that the manipulator is 
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able to position the needle at a desired location both with high accuracy (mean positioning 

error: 0.21 mm) and precision (standard deviation: 0.02 mm) over the 3-D workspace of a 

typical venipuncture procedure.

The positioning errors observed in the manipulator may have stemmed from several sources. 

Namely, the needle tip extraction method used to determine the actual needle tip location 

had an accuracy of 0.1 mm due to the resolution in our NIR images (1 mm in x and y, 2 mm 

in z). In the future, we will design a clip with one calibration circle that can attach to the end 

effector via the EM. This will allow us to match the desired versus actual circle center 

location, and thus improve our robot calibration process, because segmenting a circle is 

much easier than segmenting the needle tip. Additionally, errors may have also stemmed 

from subtle inaccuracies in the fabrication and machining of our robotic components.

C. Phantom Cannulation Testing

Finally, we evaluated the image guided needle positioning accuracy of the venipuncture 

robot on a skin-mimicking phantom model embedded with surrogate veins. The phantom, 

which measured 80 × 50 × 10 mm, was fabricated out of gelatin (12 g/100 ml) to provide an 

elastic skin-like matrix. The surrogate veins consisted of silicone tubing (Silastic silicone 

elastomer tubing, Dow-Corning) of two diameters (3.2 and 1.8 mm). The elastic modulus of 

the tubing (9.5 kPa) closely matched that of typical adult peripheral veins (7–10 kPa). 

Blood-mimicking fluid (black India ink, diluted to 0.45 ml/100 ml to match the absorption 

coefficient of hemoglobin at 940 nm) was introduced into each vein prior to the experiment.

Fig. 11(a) illustrates the experimental setup, with the phantom model contained in a 3-D 

printed enclosure in which all veins lay 2 mm beneath the surface of the gelatin matrix. In 

total, 16 phantom vein cannulation trials were performed—eight for each vein diameter. The 

study evaluated the complete device workflow, including the coarse-fine stereo NIR and 

longitudinal US imaging approach [see Fig. 11(b)] as well as the 3-DOF gantry and 4-DOF 

manipulator controls. Briefly, the device imaged and segmented the phantom veins using 3-

D NIR imaging and tracked the center of the selected vein using the US system. The robot 

then inserted the cannula bevel-up at 15° under US image guidance until the needle tip 

reached the center of the vein. Between each trial, the needle was retracted, the robot was 

homed, and then, the cannulation was repeated after shifting the cannulation site 10 mm 

along the length of the vein. After the study, the recorded US images were manually 

segmented and analyzed. The center of the vein was determined as the equidistant point 

between the upper and lower vessel walls (see Fig. 11(b), lower). The final needle insertion 

position was determined as the center of the cannula opening at the bevel tip.

Cannulation results are presented in Fig. 11(c). The RMS errors were 0.3±0.2 mm and 

0.4±0.2 mm for the ø3.2- and ø1.8-mm veins, respectively. In all 16 trials, the robot was 

able to successfully cannulate the vein target on the first insertion attempt. In each of the 

eight trials on the 3.2-mm vein, the final needle tip position was closer to the vein center 

than to either vein wall, while this was true in six of the eight trials on the ø1.8-mm vein.
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VI. Conclusion and Future Work

In this paper, we have presented the design and evaluation of a 7-DOF image-guided robotic 

system for automated venipuncture. The results of the tracking, positioning, and phantom 

cannulation experiments provide evidence that the robot has the accuracy needed to 

cannulate peripheral veins with high rates of success. Future accuracy studies will 

incorporate a calibration grid that covers the full, non-rectangular workspace of the 

manipulator (see Fig. 5) and, furthermore, will test the manipulator over a range of 

controlled insertion angles. Meanwhile, more realistic in vitro phantom models will be 

designed to simulate the optical, acoustic, and mechanical properties of adult and pediatric 

forearm veins. Finally, in vivo studies will be conducted in small animal models to assess the 

cannulation accuracy, sample collection success rate, completion time, and safety of the 

device.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Fig. 1. 
(a) Design and (b) prototype of the automated venipuncture robot.
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Fig. 2. 
Hardware and software system architecture design, depicting the process flow from image 

acquisition, signal processing, and robotic controls.

Balter et al. Page 17

IEEE Trans Robot. Author manuscript; available in PMC 2015 August 06.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fig. 3. 
Overview of the software scheme. (a) VIS versus NIR light, demonstrating increased vein 

contrast in NIR light. (b) NIR image-processing steps from raw image (left) to segmented 

veins (right). (c) From left to right: US longitudinal segmentation, blood flow detection, and 

needle visualization.
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Fig. 4. 
(a) Design and (b) kinematic joint frames of the 4-DOF serial arm. Coordinate axis in (a) 

corresponds to the notation of the 3-DOF gantry.
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Fig. 5. 
(a) Desired (left) and dexterous (right) workspace of the manipulator highlighted in gray in 

the CAD model. Dotted red line in the manipulator workspace image indicates that the 

workspace can be translated ±50 mm along x to adjust to the patient's arm size. (b)–(e) 

Manipulator operating workspace from the serial arm origin with practical limits set on the 

M1 joint rotation (±45°) and z height (z <−20 mm). Plotting units are in mm.
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Fig. 6. 
Motor position feedback control scheme for the 4-DOF serial arm. The 3-D target injection 

site is updated from the US at 20 Hz. Plants 1–3 have different rotational inertias (I1 = 9057, 

I2 = 2000, I3 = 700 g · cm2)
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Fig. 7. 
(a) CAD rendering the needle reloader system. (b) Step-by-step protocol: Step 1: the 

clinician manually loads the needle into the tray; Step 2: the clinician closes the tray; Step 3: 

the manipulator grabs the needle via an electromagnetic mechanism; and Step 4: the 

manipulator translates to remove the cap and proceeds with the venipuncture.
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Fig. 8. 
Average RMS error (n = 3) for each joint in the needle manipulator at high (180 °/s), mid 

(90 °/s), and low (45 °/s) frequency levels. M1 = motor 1; M2 = motor 2; M3 = motor 3; Inj 

= injection actuator.
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Fig. 9. 
(a) Experimental setup of the needle positioning testing (left) and an image of the robot 

calibration grid (right). Yellow circles denote those used for repeatability testing; inner 5 × 5 

grid outlined in black, indicates circles used for positioning studies; and red circle indicates 

plot origins in Fig. 10. (b) Stereo NIR images with the needle tip outlined in red, and 10× 

magnified images illustrating the region grow (blue) and edge detection (red) algorithms to 

segment the needle tip. Final needle tip selection was performed manually to ensure minimal 

errors. The 10× images have a pixel resolution of 0.1 mm.
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Fig. 10. 
Needle tip positioning error maps in the uncorrected (left) and corrected (right) states for x, 

y, z, and 3-D at a 78-mm platform height. Bicubic interpolation was used to estimate errors 

between dots in the calibration grid. Significantly greater accuracy was observed after error 

compensation in x, y, z, and 3-D (p<0.001, two-sample t-test). Red circle in top left plot 

indicates the origin corresponding to the red circle in Fig. 9.
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Fig. 11. 
(a) Experimental setup for phantom cannulation testing. (b) Left and right NIR images of an 

in vitro tissue phantom (top), and longitudinal US image during a needle insertion on the 

ø1.8-mm vein (bottom). (c) Results from the cannulation study—orange solid line refers to 

the desired vein center and black dots indicate the actual location of the needle (at the center 

of the cannula opening) for each trial. The dashed blue line indicates the average position of 

the needle within the vein over the eight trials.
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TABLE I

Summary of Design Requirements and Engineering Constraints

Design Criteria Engineering Constraint

Accuracy Cannulate ø2.0–3.5 mm veins

Imaging depth Image veins up to 10 mm deep

Real-time tracking Segment and track veins at > 15 Hz loop rate

Size & weight Portable (< 30×30×30 cm) & lightweight (< 10 kg)

Time of procedure Perform the venipuncture in < 5min
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TABLE II

DH Parameters of the 4-DOF Robotic Arm Kinematic Chain

i α i–1 a i–1 di θ i

1 0 0 0 θ 1

2 90° 0 0 θ 2

3 0 0 L 2 θ 3

W 0 0 L 3 0
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TABLE III

MEAN (N = 25) NEEDLE TIP POSITIONING ERRORS; dx, dy, AND dz REFER TO THE NEEDLE TIP ERROR IN THE x, y, AND z DIMENSIONS,RESPECTIVELY

Before Error Compensation After Error Compensation

Platform Height (mm) dx (mm) dy (mm) dz (mm) 3D (mm) dx (mm) dy (mm) dz (mm) 3D (mm)

66 0.332 2.80 0.709 2.95 0.0780 0.0610 0.1728 0.211

70 0.283 1.745 0.488 1.871 0.0990 0.1601 0.0980 0.237

74 0.362 1.115 0.607 1.405 0.0840 0.0870 0.1214 0.1974

78 (ref) 0.722 0.1099 0.583 0.949 0.0850 0.0850 0.0770 0.1592

82 0.351 0.952 0.549 1.236 0.0900 0.1075 0.1167 0.207

86 0.284 1.969 0.698 2.17 0.0930 0.1398 0.1234 0.226

90 0.326 2.01 0.641 2.19 0.1446 0.0980 0.1156 0.224

Avg 0.380 1.529 0.611 1.824 0.0960 0.1054 0.1178 0.201

IEEE Trans Robot. Author manuscript; available in PMC 2015 August 06.


