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Abstract

Purpose—In radial imaging, projections may become miscentered due to gradient errors such as 

delays and eddy currents. These errors may result in image artifacts and can disrupt the reliability 

of DC-navigation. The proposed parallel-imaging-based technique retrospectively estimates 

trajectory error from miscentered radial data without extra acquisitions, hardware, or sequence 

modification.

Theory and Methods—After phase correction, self-calibrated GROG weights are iteratively 

applied to shift miscentered projections towards the center of k-space. A search algorithm is used 

to identify the shift which aligns the peak k-space signals by maximizing the sum-of-squares DC 

signal estimate of each projection. The algorithm returns a trajectory estimate and a corrected 

radial k-space signal.

Results—Data from a spherical phantom, the head, and the heart demonstrate that image 

reconstruction with the estimated trajectory restores image quality and reduces artifacts such as 

streaks and signal voids. The DC signal level is increased and variability is reduced.

Conclusion—Retrospective phase correction and iterative application of GROG can be used to 

successfully estimate the trajectory error in 2D radial acquisitions for improved dynamic imaging 

without requiring extra data acquisition or sequence modification.
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INTRODUCTION

Radial scanning offers a variety of benefits compared to traditional Cartesian k-space 

acquisitions. For instance, each projection collects high and low spatial frequency 
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information, allowing for more efficient coverage of k-space and making radial scanning 

well-suited for accelerated imaging. Undersampling by reducing the number of acquired 

projections often results in less deleterious aliasing artifacts compared to those caused by 

Cartesian undersampling. Due to oversampling in the central region of k-space, radial 

sampling trajectories can also be more robust to motion. Repeated sampling of the center of 

k-space, also referred to as the direct-current (DC) signal, has also been shown to enable 

retrospective self-navigation (1,2).

Gradient errors such as timing delays and eddy currents are known to cause mismatches 

between the desired gradient pulse waveform and what is actually applied by the MRI 

system (3). These gradient errors can cause mismatches between the nominal trajectory and 

the trajectory that is actually traversed during data sampling (3,4). While these errors result 

in relatively benign phase errors in images acquired with a Cartesian trajectory, the effect on 

images acquired with radial trajectories can be much more dramatic. Individual projections 

can be shifted along the direction of the projection or can be translated in k-space such that 

they do not cross through the center of k-space (4). As illustrated in Figure 1a, the trajectory 

error, Δke, can be described either in terms of components parallel and perpendicular to the 

projection, Δkr and Δkp, or as an absolute error in the kx and ky directions, Δkx and Δky. 

These so-called “miscentered” radial trajectories cause artifacts such as signal voids and 

edge streaks in the reconstructed images, which can be severe depending on the extent of the 

deviation from the ideal trajectory. Very severe errors also make it difficult to obtain 

accurate self-navigator signals due to unreliable sampling of signals near k=0 (5).

It has been shown that image reconstruction using the actual trajectory instead of the 

nominal trajectory can reduce image artifacts (6–8). Trajectories are therefore commonly 

estimated or “measured” by performing separate phase calibration scans to determine 

gradient errors (4,6,9,10) or by using magnetic field probes (11). In the case of radial 

scanning, the trajectory can be determined retrospectively using axis-specific gradient 

calibration measurements and the known projection angles (4). In addition, the gradient 

calibration measurement can be fit to a model of gradient errors that can then be used to 

calibrate the scanner hardware itself (10) or to modify the pulse sequence by adding gradient 

pre-emphasis (3,4,12,13) to compensate for the timing errors.

While field probes perform imaging and trajectory measurement simultaneously, the more 

frequently used gradient calibration, trajectory measurement, and pulse sequence correction 

methods typically assume that the errors in the gradients and trajectory are consistent 

between the calibration measurement and imaging experiment. This assumption may not be 

accurate due to phenomena such as patient motion, gradient coupling, or other nonlinearities 

and temporal variations (14). In addition, this extra data acquisition and sequence correction 

is time-consuming and may be difficult to implement on certain MR systems. Finally, 

trajectory measurements cannot address the situation where the k-space signals are being 

used for other purposes. Although image reconstruction with a measured trajectory may be 

sufficient to reduce image artifacts, there is evidence that radial trajectory errors can cause 

errors in the sampled DC signal used for self-gating in small animals (5). Although these 

adverse effects on self-gating are not observed in 2D radial measurements in humans, 
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trajectory errors may be relevant in applications of 3D radial scanning, where timing errors 

on three gradient axes cause more severe trajectory errors.

Recently, much work has been performed on methods which estimate radial sampling 

trajectory errors in a way which can be integrated into the image reconstruction process. One 

approach is to use signal consistency at the oversampled k-space center to determine the 

trajectory error and retrospectively shift projections to reduce artifacts in images 

reconstructed from miscentered radial data. The signal consistency can be assessed by 

comparing antiparallel or nearly anti-parallel projections in k-space (1,5,15,16) or properties 

of the reconstructed image (17). These methods recover centered radial k-space data by 

using the Fourier Shift Theorem and the estimated trajectory error. The majority of methods 

correct for the parallel component of the trajectory error, Δkr, without correcting the 

perpendicular component, Δkp (1,4,10,18). Although this perpendicular error may be small, 

correction could provide additional improvement in trajectory estimation and subsequent 

image reconstruction.

The purpose of this study is to simultaneously determine the trajectory error and obtain a re-

centered k-space signal from data acquired with a miscentered radial trajectory. This goal is 

achieved by using the parallel imaging concept of GRAPPA operators (19,20) to iteratively 

shift each sampled miscentered projection in k-space until it is re-centered. The iterative 

algorithm yields both an estimate of the actual trajectory, which can be used to reconstruct 

an image from the acquired miscentered data, as well as a multichannel re-centered k-space 

signal. This method builds on our work presented at the 2012 annual meeting of the 

International Society of Magnetic Resonance in Medicine (ISMRM), in which the idea of 

iteratively applying GRAPPA operators to estimate radial k-space trajectories was 

introduced (21). The technique has the advantage of being completely retrospective and self-

calibrating, requiring no additional hardware, calibration measurements, or pulse sequence 

modification, and is robust and stable. Other self-calibrated parallel imaging-based methods 

for retrospective trajectory and signal estimation have emerged since then (22–24). In 

particular, the method known as Self-Consistency for Iterative Trajectory Adjustment 

(SCITA) also uses the iterative application of GRAPPA operators to adjust the radial 

trajectory (22,23). The methods differ in the criterion used to determine the accuracy of the 

trajectory estimate: while SCITA relies on self-consistency between the projections, the 

method proposed here maximizes the root sum-of-squares DC signal of each individual 

projection, which can be advantageous in dynamic imaging applications.

THEORY

For most medical images, the k-space signal is highest in magnitude in the center of k-space, 

at k=0. Changes in the DC signal magnitude can result from changes in magnetization, 

contrast, or motion; otherwise the DC signal level should remain stable. However, when k-

space is sampled with a miscentered radial trajectory and gridding is performed assuming a 

centered trajectory, the peak signal of the measured data may no longer be at k=0. This is 

illustrated in Figure 1b, where the magnitude k-space signal near the nominal (assumed) k=0 

sampling point from a spherical phantom sampled with a golden-angle radial acquisition is 

visualized sorted by projection number (top trace) and by projection angle (bottom trace). 
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The parallel component of the trajectory error is observed as the peak (brightest) k-space 

signal being shifted away from k=0 in the radial direction by a constant amount, labeled 

“mean Δkr,” with a projection-angle-dependent variation in the location of the peak signal. 

The parallel and perpendicular components of the trajectory error both result in a reduced 

signal level at the sample nominally acquired at k=0 in each miscentered k-space projection. 

The goal is to estimate the (unacquired) centered k-space signal from the miscentered radial 

data and to determine the location of the nominal trajectory relative to the miscentered k-

space projections to estimate the trajectory error. This goal is achieved by shifting 

miscentered projections towards the center of k-space. The shift operation is performed 

using GRAPPA Operator Gridding (GROG) weights (19,20).

A GRAPPA operator is a set of weights, G, which can be applied to a multi-channel k-space 

source signal, SSrc, in order to generate a multi-channel target signal, STarg:

[1]

In GROG, the GRAPPA operator is applied to a single source point in order to generate a 

single target point. That is, if SSrc is an Nc×1 matrix representing a signal at a single point in 

k-space acquired with an Nc-channel receive array, then G will be an Nc×Nc matrix of 

weights which will generate the Nc×1 matrix representing the target signal STarg. Originally 

designed for the purpose of gridding samples from non-Cartesian trajectories, GROG 

weights can be used to shift individual acquired points in a multi-channel non-Cartesian k-

space signal to obtain multi-channel signals at some non-sampled location in k-space. 

GROG base weights Gx and Gy are used to shift samples by the Nyquist sampling interval, 

Δk=1, in the kx and ky directions respectively:

[2]

A scaled version of the base weights, Gx
Δx and Gy

Δy, can be applied to shift samples by 

smaller intervals, Δx and Δy (19). The scaled weights can be computed from the eigenvalue 

decomposition of the base weight matrix, G, as

[3]

where E is the matrix of eigenvectors of G, and VΔ is a diagonal matrix of eigenvalues of G 
raised to the Δth power. The multi-channel target (shifted) signal is obtained by multiplying 

the multi-channel source (acquired) signal by the scaled weights:

[4]

The base weights, Gx and Gy, can be calibrated from a multi-channel signal sampled with a 

known, regularly spaced trajectory. While the example shown here is for base weights 

calculated for a Δk=1 shift, it is also possible to calculate base weights for other smaller 

shifts; for instance, in the case of read oversampling, the base weights are often for shifts of 

Δk=0.5. It is helpful to note that the angle and spacing of the sampled points in each 

miscentered projection will be correct along the majority of the radial read-out even in the 
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presence of gradient delays because the gradient amplitude is generally correct in the steady 

state (14,25). The consistency in projection angle and sample spacing allows the GROG 

base weights to be self-calibrated from the miscentered radially sampled data (20).

To estimate the trajectory error, GROG weights can be applied to shift each projection by a 

small amount, and the DC signal can be estimated from the shifted projection. A search 

algorithm can be used to find the applied shift which increases the DC signal estimate. 

Repeating this process will shift each projection until the DC signal estimate is maximized. 

At this point, the projection presumably passes through the center of k-space and the signal 

along the projection is presumably re-centered. The k-space shift corresponding to the 

cumulative shift from iteratively applying GROG can be used to estimate the trajectory 

traversed at each projection angle. The estimated trajectory can be used to improve image 

reconstruction.

METHODS

An overview of the proposed self-calibrated signal correction and radial trajectory 

estimation algorithm is illustrated in Figure 2a. The method includes a pre-processing step to 

correct the mean Δkr (Figure 2b), followed by the iterative application of GROG weights 

(Figure 3) to refine the trajectory estimate and recover an estimated re-centered signal.

Mean Phase Correction

It has previously been shown (4) that the parallel and perpendicular components of the 

trajectory error, Δkr and Δkp, are functions of the projection angle and the relative delay 

between the data acquisition window and gradient timing. In the axial scan plane, these 

errors can be calculated as

[5a]

[5b]

where Gread is the strength of the radial readout gradient (i.e. Gread = (Gx
2 + Gy

2)1/2), γ is 

the proton gyromagnetic ratio, and tx and ty are the time delays of the centers of the x- and y-

gradient echoes, respectively, relative to the center of the data acquisition window. When 

tx=ty then Δkp =0 and Δkr is constant for all projection angles. The Δkr can be observed 

directly from the shift in the peak signal location in each acquired radial spoke. The mean 

Δkr across all projections represents the portion of the parallel trajectory error which is due 

to the gradient timing errors and is not angle-dependent, and can be estimated so long as 

projections are acquired on the 0-π or 0-2π interval.

The mean Δkr is removed using a process similar to those previously described (26,27) and 

illustrated in Figure 2b. This constant offset in the k-space signal corresponds to a phase 

across the corresponding image-domain projection. In multi-channel data, this phase is in 

addition to the relative phase from each coil element. To correct the mean Δkr from all 

projections, a conjugate mean linear phase is applied to all image domain projections. The 
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mean phase is computed by performing a one-dimensional Fourier Transform along each k-

space projection, followed by taking the mean image domain signal across all projection 

angles and all channels. The unwrapped phase from this mean image domain projection is 

computed, and a line is fit over the region where the object yields signal (28). The mean 

linear phase extrapolated over the whole field of view, ΔΦ, is then complex conjugated to 

yield an estimated linear phase correction, which is then applied to all image projections in 

all channels. Finally, the inverse Fourier Transform is performed, resulting in a constant 

shift in the k-space signal along the read-out direction of all k-space projections:

[6]

Initial estimates of the kx and ky components of the trajectory error are computed from the 

mean parallel trajectory error for each projection angle θ as

[7a]

[7b]

We refer to this pre-processed k-space signal as the “phase-corrected” signal and the 

corresponding trajectory estimate as the “phase-estimated” trajectory in the remainder of the 

manuscript.

GROG-Based Iterative Search

When Δkp =0 the mean phase correction stage is sufficient for estimating the trajectory 

error. However when a perpendicular component to the trajectory error exists, additional 

refinement in the trajectory estimate can be made by the iterative application of GROG. 

Figure 3 describes the GROG-based iterative search strategy. GROG base weights are self-

calibrated (20) from the central half of the read-out points from all collected radial 

projections after phase correction. This portion of the projection is used as the gradients are 

assumed to be in steady state and the signal level is relatively high. Because the data is 

oversampled in the read-out direction, the base weights correspond to a shift of Δk=0.5 in 

the kx and ky directions. From this point onwards, the algorithm operates on a projection-by-

projection basis.

In the first step, an initial estimate of the DC signal must be made. This can be achieved in 

many ways. In this work, the signal at the center of k-space is initially estimated by taking 

the root sum-of-squares (SOS) combination (29) of the miscentered multi-channel k-space 

signal at the point along each projection which is nominally sampled at k=0. The GROG 

weights are then scaled and applied to shift the whole projection by a fraction of the k-space 

sampling interval, Δk, in all combinations of the positive and negative kx and ky directions. 

That is, the projections are shifted according to the pairs (+Δkx,+ Δky), (+Δkx,0), (+Δkx,− 

Δky), and so on. In this implementation, Δk = 0.01Δk was used to obtain an accurate 

trajectory estimate; larger shift intervals could reduce the number of required iterations at 

the cost of accuracy in the estimated trajectory error and DC signal. It should be noted that it 

is not necessary to shift the whole projection; using only the centermost read-out points is 
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also possible. However, applying the weights only to a single sample, such as the signal 

nominally sampled at k=0 or to the sample with the highest DC estimate along the 

miscentered projection, should be avoided. This is because the iterative application of 

GROG gradually shifts the signals to intermediate unsampled locations, and the peak signal 

may appear at a different point along the read-out as the projection is shifted.

If no shift results in a higher DC estimate than the current estimated value, then it is 

assumed that the projection is re-centered and the algorithm is terminated. Otherwise, the 

shift resulting in the highest DC estimate, subject to convexity constraints on the increase of 

the DC estimate to enforce convergence, is chosen as a step towards the center of k-space. In 

each iteration, the additional Δkx and Δky shift is recorded, forming a path between the 

sampling location of the miscentered signal and the estimated center of k-space. In order to 

avoid retracing steps along this path, the backwards shift is removed for the next iteration. 

That is, if the current iteration takes a step in the (+Δkx, +Δky) direction, the (−Δkx, −Δky) 

shift option is removed in the following iteration. To avoid error accumulation due to round-

off errors, the cumulative GROG shift is always applied to the input (phase-corrected) 

projection in each iteration.

As indicated in Figure 3, the termination of the search algorithm yields two outputs for each 

projection. The first is the “GROG-estimated” trajectory error in the kx and ky directions 

found through the cumulative GROG shift, Δkxg and Δkyg. The second output is the 

estimated recentered radial k-space projection, referred to as the “GROG-corrected” signal 

in the remainder of the text.

Trajectory Error Estimation

The total trajectory error estimate is obtained by subtracting the shift estimated in the 

GROG-based algorithm from the error estimated from the mean phase correction: Δkx = 

Δkxp - Δkxg and Δky = Δkyp - Δkyg. The parallel component of the trajectory error, which is 

observed as a shift along the projection in k-space, is computed as Δkr (θ) = Δkx·cos θ + 

Δky·sin θ (Equation 2 in Reference 4).

Simulation

As proof of concept, a simulation was performed with MATLAB software (The Mathworks, 

Natick, Massachusetts). Coil sensitivity profiles for an 8-channel one-ring array were 

calculated over an axial slice from Biot-Savart equations. A 128×128 Shepp-Logan phantom 

was generated as the object. The multichannel golden-angle radial k-space data (144 

projections, 256 readout points, 128×128 base matrix) were obtained through degridding 

using the nonuniform FFT (30) implementation in the Fessler image reconstruction toolbox 

(available online at http://web.eecs.umich.edu/~fessler/code/). A miscentered radial signal 

was produced by degridding on a trajectory with induced errors Δkx(θ) = 1.2Δk·cos θ and 

Δky(θ) = 1.4Δk·sin θ. The trajectory estimation algorithm was then applied to the simulated 

miscentered data, as described previously in the Methods section.
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Imaging Experiments

Images were acquired on a 1.5T Avanto clinical imaging system (Siemens Healthcare, 

Erlangen, Germany). Validation studies were performed on a spherical phantom. In-vivo 

experiments were performed under institutional regulatory approval on healthy volunteers 

who had given informed consent. In all experiments, data were acquired with a 2D golden-

angle radial TrueFISP sequence. No modifications were applied to the pulse sequence to 

compensate for gradient errors in these acquisitions. Phantom and head measurements were 

made with a 12-element head coil in the axial plane. Breath-held cardiac measurements were 

made with a 15-element body array coil in a double-oblique short-axis view. All imaging 

measurement parameters are listed in Supporting Table S1.

Raw multi-channel data were exported from the scanner with read-out oversampling factor 2 

and processed offline using MATLAB. Trajectory and DC signal estimation were performed 

as described previously in the Methods section.

Analysis

To visually inspect the effects of the phase correction and iterative GROG correction, the 

root sum-of-squares (SOS) combination (29), which removes any effects arising from the 

relative phase between elements in the coil array, was applied to multi-channel k-space 

signals and the sampling location of the peak signal was observed. Accurate correction is 

expected to shift the peak signal along each projection towards k=0.

The SOS DC signal along each projection (assumed to be sampled at k=0) was computed 

from the miscentered radial signal, phase-corrected signal, and GROG-corrected signal. 

Accurate trajectory correction is expected to result in temporally smooth SOS DC signals. In 

the case of cardiac imaging, the SOS DC signal was also filtered with a 128-point FIR band 

pass filter with the pass band frequency range of 0.5-3 Hz to isolate signal changes due to 

cardiac motion. This filtered DC signal is later used as a navigator for self-gated CINE 

reconstruction (2).

Multi-channel images were reconstructed using the regridding operations in the Fessler 

image reconstruction toolbox from the miscentered signal with the nominal trajectory, 

phase-estimated trajectory, and GROG-estimated trajectory. For the simulation experiment, 

a reference reconstruction with the simulated miscentered data and the known miscentered 

trajectory was also generated. In all reconstructed images displayed in this manuscript, 

single-channel images are SOS combined. For the breath-held cardiac acquisitions, the 

filtered SOS corrected DC navigator was used for retrospective self-gating (2) with 15 CINE 

frames. Briefly, fiducial points in the troughs of the navigator signal were automatically 

identified, and all projections between two consecutive fiducial points were binned into one 

of 15 frames. Projections in each bin were gathered across cardiac cycles. In the case where 

multiple projections at the same angle were binned together, the projection signals were 

averaged. From the projections in each bin, an image was reconstructed to form one frame in 

the CINE series. Representative frames from systole and diastole, identified by visual 

inspection of the CINE series, are presented.
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To assess the improvement in image reconstruction with the estimated trajectory compared 

to reconstruction with the nominal trajectory, the root-mean-square error between each 

reconstruction and the reference image was calculated in the simulation experiment. In the 

phantom and head experiments, the background signal level was quantified instead. The 

total background signal level was calculated by masking out the object or anatomy in the 

SOS combined image, and normalizing the sum squared background signal by the sum 

squared total image signal.

Finally, to check the assumption that the signal maximized at k=0 and smooth at the center 

of k-space, mesh plots of the k-space signal gridded with the GROG-based trajectory 

estimate are generated for the Shepp-Logan phantom, spherical phantom, head 

measurement, and short-axis cardiac measurement in systole.

RESULTS

Figure 4 contains the results of the phantom simulation. Examination of the SOS 

combination of multi-channel radial k-space data reveals the effects of the phase correction 

and the iterative application of GROG. The golden angle radial signal is observed to be 

miscentered, since the peak signal is not consistently sampled at kr=0. Reordering the 

miscentered data by projection angle (Figure 4a, first row) reveals the additional projection-

angle dependency of the trajectory error. By comparison, the peak signal is sampled 

consistently at kr=0 in the centered reference signal which has no trajectory error (Figure 4a, 

fourth row). Correcting the mean phase from all projection angles results in the peak SOS 

signal being shifted by −1.41Δkr along each radial projection (Figure 4a, second row). The 

additional iterative application of GROG removed the remaining angle-dependent 

fluctuations in the peak signal location, resulting in the re-centered signal peak being located 

at the radial sample nominally at kr=0 (Figure 4a, third row). The GROG-corrected k-space 

signal is in good agreement with the centered reference signal (Figure 4a, fourth row).

The trajectory error estimated in the kx and ky directions, as determined from phase 

correction and iterative application of GROG, is plotted in Figure 4b. In the axial scan plane, 

a sine/cosine-type variation in the estimated error with respect to projection angle was 

observed. The component of the trajectory error estimated from phase correction (blue) 

using Equations 6-7 resembles the induced error (red) but is further corrected by the 

additional iterative application of GROG (black). The final GROG-estimated error has 

magnitude 1.1Δk on the kx-axis (Figure 4b, first row) and 1.4Δk on the ky-axis (Figure 4b, 

second row). The residual trajectory error after the iterative GROG stage is −0.08Δk in the 

kx direction and −0.02Δk in the ky direction. Note that the component of these errors which 

lies parallel to the read-out direction, Δkr, (Figure 4b, third row) exhibits an offset and angle-

dependent variation which closely matches the error in the peak signal sampling location 

observed in the simulated miscentered acquisition (Figure 4a, first row).

Similar results in trajectory error estimation and signal re-centering were observed in 

imaging experiments. The SOS k-space signals ordered by projection angle show 

miscentered signals with a mean offset and angle-dependent fluctuation in the spherical 

phantom (Figure 5a, top row), head (Figure 5b, top row), and heart (Figure 5c, top row). 

Deshmane et al. Page 9

Magn Reson Med. Author manuscript; available in PMC 2017 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Variations in the peak signal level observed in the head scan are due to the signal not 

reaching steady state and are further addressed in the remainder of the text. A clear angle 

dependence in the peak signal location can be observed in the phantom and head, which 

were scanned in the axial plane, while a more complicated angle dependence is observed in 

the cardiac cine images due to the double-oblique scan plane. At projection angles between 

+1 and −1 radian, the error in the location of the peak signal appears to be at least 1Δk, and 

at angles near ±π/2 radians the location of the peak signal changes dramatically over a small 

range of projection angles.

Mean phase correction removes a constant shift of 0.85Δkr for the spherical phantom (Figure 

5a, second row), 0.63Δkr for the head (Figure 5b, second row), and 0.75Δkr in the cardiac 

cine images (Figure 5c, second row). The subsequent iterative application of GROG reduces 

the residual angle-dependent fluctuation in the peak signal location, effectively recentering 

the k-space signal in the phantom and head experiments (third rows of Figures 5a and 5b, 

respectively). The GROG search stage also shifts the peak signal sampling location towards 

k=0 in the heart scan, but some residual errors remain (Figure 5c, third row).

After additional refinement using the iterative application of GROG, the trajectory error 

magnitude estimated is 0.65Δkx and 1.12Δky in the phantom, 0.77Δkx and 1.11Δky in the 

head, and 0.75Δkx and 1.13Δky in the heart (first and second rows of Figures 5d, 5e, and 5f, 

respectively). The computed parallel components of the trajectory error in the phantom and 

head experiments closely match the observed shift in the peak signal locations (Figures 5d, 

and 5e, third rows). The parallel component in the cardiac cine images estimates the 

trajectory error accurately for projection angles near ±π and underestimates the trajectory 

error for angles near 0 radians (Figure 5f, third row). The consistency of the estimated 

trajectory error magnitudes and angle dependency observed in the axial phantom and head 

experiments, despite the signal not reaching steady state in the latter case, indicates that the 

trajectory estimation method is robust to changes in the signal level.

In addition to the estimated trajectory error, the proposed algorithm also returns the 

estimated signal along each re-centered projection. The raw DC signal of a static object is 

expected to be constant when sampled with a centered trajectory and the magnetization is in 

steady state. The DC signal is expected to decrease with severity of the parallel or 

perpendicular trajectory error. The projection angle dependence of the trajectory error 

results in projection angle dependence of the DC signal value. The raw DC signal in the 

simulated miscentered phantom shows large variations with projection angle (Figure 6a). 

The DC variations in the simulated miscentered phantom data are larger than the variations 

in the miscentered DC signal in the phantom and in vivo experiments (Figures 6b,c,d), 

commensurate with the severity of the estimated trajectory error.

Phase correction of the simulated phantom data alone increases the DC signal level but does 

not completely remove signal variations. Further correction with the proposed GROG-based 

algorithm yields a constant re-centered signal with signal level matching that of the 

simulated centered signal. Similar results are observed in the spherical phantom 

measurement (Figure 6b), with large variations in the DC signal from the miscentered 

acquisition, reduced variation in the phase-corrected signal, and nearly negligible variation 

Deshmane et al. Page 10

Magn Reson Med. Author manuscript; available in PMC 2017 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



in the GROG-corrected signal estimate. In the head and breath-held cardiac experiments, the 

phase-correction and GROG-based correction reduce angle-dependent variation in the DC 

signal (Figures 6c and 6d). The raw DC signal from the miscentered trajectory decays with 

time in the head experiment due to not being in steady state, and the application of phase 

correction and iterative GROG preserves the change in the signal as the magnetization 

approaches steady state (Figure 6e). Similarly in the breath-held cardiac experiment (Figure 

6f), the baseline DC signal level is reduced by the miscentered trajectory. Correction with 

the proposed method both increases temporal smoothness and the signal level without 

distorting the morphology of the underlying cardiac motion signal.

Figure 7 shows simulation images reconstructed with the nominal trajectory, phase-

estimated trajectory, and GROG-estimated trajectory. The reference reconstruction, with 

miscentered data reconstructed with the known miscentered trajectory, exhibits no apparent 

artifacts. Images reconstructed using the simulated miscentered data and the nominal 

trajectory exhibit characteristic hyperintensity near the center of the object, signal voids at 

the object edges, and strong streak artifacts resulting in a root-mean-square error (RMSE) of 

0.42 relative to the reference image. Reconstruction with the phase-estimated trajectory 

improves the contrast and reduces the streaks, improving the RMSE to 0.07. Reconstruction 

with the GROG-estimated trajectory removes nearly all residual artifacts in simulation, 

resulting in RMSE of 0.01. Difference images with enhanced contrast and brightness 

demonstrate the reduction of streak artifacts and noise in the object and background 

compared to the reconstructions assuming the nominal trajectory.

Figure 8 shows acquired data from the phantom and head scans reconstructed with the 

nominal trajectory, phase-estimated trajectory, and GROG-estimated trajectory. 

Characteristic hyperintensity in the object center and signal voids at the object edges are 

observed in both reconstructions with the nominal trajectory. Enhanced image contrast and 

brightness demonstrate the reduction of streak artifacts and noise in the background 

compared to the reconstructions assuming the nominal trajectory. Reconstructions with the 

phase-estimated trajectory show improvement in contrast, but residual artifacts. These are 

especially apparent in the head image, with signal voids and streaks remaining near the 

frontal regions of the brain. Reconstruction with the GROG-estimated trajectory further 

improves uniform contrast and reduces background artifacts. Relative background signal is 

most reduced when the GROG-based trajectory estimate is used.

Retrospective self-gating with the filtered DC signals yielded cardiac CINE images with 15 

frames per cardiac cycle and 113 unique projection angles per frame. Representative images 

from the systolic and diastolic phases are presented in Figure 9. Images reconstructed with 

the nominal trajectory exhibit signal voids and strong streak artifacts in the chest wall and 

lungs. Reconstruction with the phase-estimated trajectory reduces the streak artifacts within 

the thorax and outside the anatomy, and improves visualization of the left ventricular free 

wall, especially in the diastolic phase. Only minor improvements in contrast and artifact 

reduction are observed when images are reconstructed with the GROG-estimated trajectory 

compared to the phase-estimated trajectory, consistent with the minor re-centering of the k-

space signal observed in Figure 5c.
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Surface renderings of the signal at center of k-space after gridding with the GROG-

estimated trajectory for the Shepp-Logan phantom, spherical phantom, head, and short-axis 

cardiac images, are shown in Figure 10. All surfaces show peak signal at k=0 and a 

reduction in signal by 20-70% within 1Δk.

DISCUSSION

The proposed self-calibrated iterative GROG-based technique can be used to robustly 

estimate miscentered radial trajectories. Reconstruction with the resulting trajectory estimate 

was demonstrated to improve contrast and reduce artifact. The proposed trajectory error 

estimation method works for different types of anatomy and in different scan plane 

orientations. Unlike traditional trajectory measurement techniques, which first require 

calibration on each gradient axis followed by calculation of the trajectory error from the 

known projection angles, the proposed method is retrospective and self-calibrating. No 

gradient-axis-specific measurement or calibration is necessary in this technique, making it 

easier to implement, especially in experimental setups where these types of calibration 

measurements may be difficult to make. Finally, the proposed technique estimates the 

trajectory of each projection independently and does not rely on any self-consistency metric, 

making it well-suited for dynamic and quantitative imaging applications.

Although previous techniques have been presented for correcting radial trajectory errors, 

they exclusively correct the mean parallel component of the trajectory error (4,10,18). For 

the most accurate estimate of the trajectory error, however, the residual parallel and 

perpendicular error must also be considered. In the proposed method, the mean Δkr 

component of the sampling error is corrected in the pre-processing step and used as a 

preliminary trajectory estimate. Accounting for the mean Δkr trajectory error improved 

image contrast and reduced artifacts. While this level of correction may be sufficient in 

some applications, the simulations and experiments presented in this study demonstrate that 

residual artifacts and signal voids in the reconstructed images and fluctuations in the DC 

signal remain. In the proposed method, both the parallel and perpendicular trajectory errors 

are corrected by the additional iterative GROG-based search strategy, which was shown in 

simulation to accurately detect trajectory error. Reconstruction with the refined, GROG-

estimated trajectory removed residual contrast errors, artifacts, and signal fluctuations in 

phantom and in-vivo experiments.

The fundamental assumption in the proposed trajectory estimation technique is that the k-

space signal is maximal at the center of k-space and that it is convex. The mesh plots of the 

signal at the center of k-space confirm this assumption. Furthermore, the k-space signals are 

sufficiently smooth within 0.2Δk of k=0 that errors within this central region do not cause 

severe image artifacts. While the global k-space signal is non-convex, the limited region 

near the center of k-space has purely convex signal characteristics under certain conditions 

outlined later in this section. The pre-processing step of mean phase correction is therefore 

important because it limits the trajectory error to be within this smooth, convex central 

region of k-space, such that the trajectory error can be further refined by the iterative 

application of GROG. Under these conditions, the algorithm will converge to the globally 

optimal result.
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Recent studies have documented distortion in the cardiac DC-self-gating signals of small 

animals due to trajectory errors, and the restoration of the gating signals when trajectory 

correction is applied (5). However, trajectory error and its correction did not affect the 

performance of self-gating in our 2D cardiac experiments on human subjects. These 

distortions and their correction are not observable because the frequency of radial angle 

sampling (which causes the distortion in small animal imaging) is comparable to the 

frequency of cardiac motion, and its higher harmonics are filtered out in the process of 

isolating the cardiac self-gating signal (2).

The proposed trajectory estimation technique performs well for scans in the axial plane, as 

demonstrated by experiments performed in the phantom and head. However some 

limitations are observed in the cardiac experiment (Figure 5c). While the proposed algorithm 

is able to re-center the signal at some angles, at others the parallel component of the 

trajectory error is underestimated and the signal is not completely re-centered. The corrected 

signal appears to remain miscentered by approximately 0.5Δk even after the iterative GROG 

algorithm is applied. The peak signal location changes abruptly at projection angles of 

approximately ±π/2, indicating that the cause of the residual error is primarily in the kx 

direction. These errors, which were not observed in the phantom and head experiments, 

could be due to inherent miscentering in the k-space signal because in the presence of 

substantial fat which is out of phase with the water signal, off-resonance can cause the peak 

k-space signal to not be located at k=0. Linear shim errors can also cause the peak k-space 

signal to be located at k≠0. The off-resonance effect on the peak k-space signal location may 

be alleviated by manually adjusting the center frequency (31). Shim errors could be 

characterized and corrected by performing a pre-scan measurement in the kx and ky 

directions with a short echo time and slow gradient timing such that any trajectory errors due 

to timing are negligible. The shimming or trajectory could then be adjusted to re-center the 

peak k-space signal. Another explanation for this error is that the peak k-space signal shifts 

over time due to motion. However it should be noted that offset or shifting k-space signals 

will pose a problem to all retrospective trajectory estimation techniques which model 

gradient timing errors without taking additional phase errors into account.

The shift range over which GROG can be applied accurately may be limited when certain 

requirements are not met. First, calibration of the weights must be performed with a 

sufficient number of projections. The GROG weight calibration does not require fully-

sampled data: weights can be calibrated from as few as 2 projections, and more accurate 

weights are obtained when more projections are used (20). In the presented in-vivo 

experiments, all available projections were used for calibration. Another requirement is that 

the coil array provides sufficient variation in sensitivity profiles within the scan plane. When 

the sensitivity variation is insufficient, the shift range over which GROG is accurate may be 

small. While this limitation is not problematic for the purpose of gridding where the largest 

shift necessary is 0.5Δk, it poses a limitation in this trajectory estimation application such 

that large trajectory errors may not be accurately estimated by GROG alone. Therefore pre-

processing with mean phase correction is an important step in reducing the range of error 

left for GROG to correct. If needed, GROG weight calibration could be improved with more 
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coils, a different coil arrangement, or some retrospective manipulation of the coil 

sensitivities (32).

The calculation of GROG weights is a single-point-to-single-point estimate. Hence the use 

of GROG in any application will add noise to the signal. The added noise may be negligible 

when GROG is applied to achieve only a small shift within the accuracy limits for the 

particular coil configuration. However the iterative application of GROG weights, especially 

when they are poorly calibrated, may add significant levels of noise. For this reason, 

constraints on the estimated magnitude of the DC signal were implemented in the search 

algorithm. In experiments in which GROG weights are poorly calibrated and applied to 

correct severe trajectory errors, the noise accumulation in the re-centered k-space signal may 

result in a misestimated trajectory error or render the re-centered signal estimate unusable 

for image reconstruction. In systems with less severe trajectory errors which can be 

corrected with small GROG shifts, or where more suitable coil arrangements and more 

accurate GROG weight calibrations are available, the noise enhancement may be reduced 

and the re-centered acquired signal may still be suitable for use in image reconstruction. 

This may be the case if this technique were used in addition to gradient hardware 

adjustments or pulse sequence corrections which are already in place.

The proposed GROG-based trajectory error estimation approach makes no effort to discern 

which component of the trajectory error is due to eddy currents, gradient timing delays, 

gradient coupling, clock shift errors, or other effects. In particular, eddy currents due to 

golden angle sampling may be more severe in the double oblique scan plane or in the 

presence of substantial off-resonance (33), potentially contributing to residual streak artifact 

observed in the GROG-corrected cardiac cine images. Gradient errors have been shown to 

drift with acquisition time and temperature (14) and further modeling is needed to relate the 

trajectory estimated in this approach to actual errors in the physical gradient performance.

A recently published technique called Self-Consistency for Iterative Trajectory Adjustment 

(SCITA) also uses an iterative self-calibrated GROG approach to trajectory estimation, and 

also yields a re-centered radial k-space signal and trajectory estimate (22,23). SCITA 

provides two possible alternatives to the method presented in this work. It performs a rough 

trajectory assessment at a large GROG step size of 0.5Δk, then iteratively refines the 

trajectory estimate by gradually reducing the GROG step size to 0.01Δk. The method 

proposed in this work achieves the same effect but with possibly fewer computations by first 

performing mean phase correction to remove large trajectory errors and then applying 

iterative GROG correction with a small stepsize of 0.01Δk to refine the trajectory estimate 

and correct residual errors. SCITA also differs in its assessment of trajectory accuracy: 

instead of maximizing the k-space signal at k=0 along each projection, it takes a data 

consistency approach which minimizes the difference between the shifted k-space projection 

signal and an averaged k-space signal which takes into account all projections. The data 

consistency approach was shown to work robustly in situations where the contrast or object 

itself is not changing with time. However since this averaged data may be corrupted by 

motion and other errors, this may lead to lower quality results. This is especially true in 

dynamic imaging applications such as CINE or contrast-enhanced imaging where it may be 

important to assess trajectories on a projection-by-projection basis: comparing the k-space 

Deshmane et al. Page 14

Magn Reson Med. Author manuscript; available in PMC 2017 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



projection signal at individual time points to a time-averaged image signal could cause 

errors in the trajectory estimation step due to changing contrast or underlying physiologic 

signal variation.

The method detailed in this study could be improved in several other ways. In this work, 

GROG weights are self-calibrated using the central half of each projection. Partial-echo 

calibration, such as from ultrashort echo time datasets, may also be possible but has not yet 

been investigated. In this study, the center of k-space is evaluated based on the peak SOS k-

space signal. However other definitions and coil combination methods can be used and this 

choice may affect convergence of the iterative trajectory estimation algorithm. The number 

of iterations in the GROG-based trajectory correction stage could be reduced if the observed 

parallel error is modeled directly as a sinusoidal function of projection angle instead of as a 

constant shift as we have modeled in the mean phase correction stage, although this may 

require some form of interpolation in the readout direction to be accurate. The step size used 

in each iterative application of the GROG weights may also be further optimized to balance 

the tradeoffs between accuracy in trajectory estimation, noise enhancement, and 

computations per iteration. The computation time of the proposed trajectory estimation 

method depends on the trajectory error of each projection relative to the mean phase 

correction trajectory estimate, the number of projections, and the step size. For a single 

projection and a step size of 0.01Δk, each iteration of the application of GROG and the 

decision of which trajectory shift direction to use takes 0.02s on an Intel Xeon 2.6GHz 

processor. For 256 projections, the overall computation time for the trajectory estimate 

(including the mean phase correction pre-processing stage) is 23s. The method presented in 

this study uses a derivative-free optimization method to find the location of the peak k-space 

signal. One alternative to the iterative search strategy is to perform a brute-force search of 

all possible projection shifts within a small region near the center of k-space; although this 

strategy is computationally impractical, it could address cases where the peak k-space signal 

is not located at k=0 for example. Several more efficient optimization algorithms could be 

employed to determine the location of the peak k-space signal, but these comparisons are 

left to future studies. The number of required computations may also be reduced by applying 

GROG only to the central part of each projection, provided this segment captures the peak 

signal and the nominal k=0 sample, instead of all points along the projection in the search 

algorithm.

CONCLUSION

We have presented a technique which simultaneously estimates the traversed non-Cartesian 

trajectory from data acquired along miscentered 2D radial trajectories, re-centers the k-space 

signal, increases the DC signal level and reduces projection-to-projection signal variations. 

The technique is completely self-calibrating and retrospective, and requires no additional 

hardware, extra data acquisition, or modifications to the pulse sequence. This parallel-

imaging-based procedure provides a re-centered multi-channel radial k-space signal for later 

use in other accelerated imaging applications. Each projection is processed individually, 

thereby preserving dynamic information related to changes in contrast, relaxation, or motion 

which often prove useful for dynamic imaging and quantitative imaging applications.
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FIGURE 1. 
Gradient timing errors cause radial projections to be shifted away from the center of k-space. 

(a) The total shift Δke can be expressed in terms of parallel (Δkr) and perpendicular (Δkp) 

components, or in terms of the shift in the kx and ky directions. (b) The magnitude k-space 

signal from a spherical phantom exhibits characteristic signal fluctuations from projection to 

projection due to golden angle sampling (top trace), which are also clearly visualized when 

the signal is reordered by projection angle (bottom trace). The miscentered sampling causes 

an error in the sampling location of the peak (brightest) k-space signal, which can be 

described as a constant offset in the direction parallel to the projection, the mean Δkr, with 

an angle-dependent fluctuation.
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FIGURE 2. 
(a) Workflow for GROG-based trajectory estimation and signal correction for radial 

trajectories. Multi-channel radial data is first subject to a phase correction (b) to estimate and 

remove the mean parallel component of the k-space trajectory error. GROG is then 

iteratively applied to the phase-corrected signal to determine the residual trajectory error 

from each recentered projection. The trajectory estimate is used to reconstruct a corrected 

image from the acquired miscentered signal.
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FIGURE 3. 
Iterative GROG-based trajectory correction algorithm. For each miscentered radial 

projection, estimates of the centered projection and the trajectory error are returned.
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FIGURE 4. 
Evaluation of trajectory error estimation in simulation with a 2D golden angle radial 

trajectory. The SOS k-space signal ordered by projection angle (panel a, first row) reveals an 

angle-dependent variation in the trajectory error with a mean offset in the location of the 

peak signal along each projection. The mean parallel shift is removed by applying a phase 

correction (panel a, second row). The additional iterative application of GROG re-centers 

the miscentered signal such that the peak signal appears consistently at kr=0 (panel a, third 

row). The k-space signal of a simulated measurement with a centered trajectory is included 

for comparison (panel a, fourth row). The estimated trajectory error in the kx and ky direction 

(panel b, first and second rows, respectively) also exhibit an angle dependency. Phase 

correction followed by iterative GROG (black traces) yields a more accurate trajectory 

estimate than phase correction alone (blue traces) when compared to the known induced 

error on each axis (red line). The parallel component of the trajectory error (panel b, third 

row) exhibits an angle-dependent variation which closely matches the error in the peak 

signal sampling location observed in the miscentered acquisition (panel a, first row).
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FIGURE 5. 
Evaluation of trajectory estimation in an axial view of a spherical phantom (a, d), head (b, 

e), and breath-held cardiac (c, f) experiments.
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FIGURE 6. 
DC signal magnitude in simulation (a), spherical phantom experiment (b), head experiment 

(c,e), and breath-held cardiac experiment (d,f). Measurement with a miscentered trajectory 

causes reduced signal level and large signal fluctuations (red traces). Trajectory estimation 

based on phase correction alone moderately increases signal level and reduces but does not 

eliminate signal fluctuations (blue traces). Trajectory estimation with the additional iterative 

application of GROG further increases signal level and reduces signal fluctuations (green 

traces).
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FIGURE 7. 
Image reconstruction of a simulated miscentered radial acquisition with various trajectories. 

The reference image depicts miscentered radial data reconstructed with the known 

miscentered trajectory. Reconstruction with the nominal trajectory results in severe contrast 

distortion within the object and strong streak artifacts. Use of the trajectory estimated from 

the proposed iterative GROG algorithm restores the true image contrast and removes 

residual artifacts beyond the improvement observed from reconstruction with the trajectory 

estimated in the pre-processing phase correction step. Difference images in the second row 

(enhanced for clarity) illustrate residual artifacts. Quantified root mean square error relative 

to the reference reconstruction is printed beneath the images.
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FIGURE 8. 
Miscentered radial data acquired in a spherical phantom and the head show improved 

contrast and reduction in streak artifacts when reconstructed with the GROG-estimated 

trajectory compared to reconstruction using the phase-estimated trajectory or the nominal 

trajectory. Background signal power, reported in the insets, is reduced when the GROG-

based trajectory estimate is used for reconstruction.
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FIGURE 9. 
Representative cardiac CINE images from systole and diastole. Reconstruction with the 

nominal trajectory results in signal voids and strong streak artifacts (left column) while 

reconstruction with the phase-estimated trajectory (center column) and GROG-estimated 

trajectory (right column) restores contrast of internal structures and reduces signal voids. 

Image contrast and brightness have been enhanced to better visualize residual artifacts.
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FIGURE 10. 
Mesh plots of the signal at the center of k-space for the objects and anatomies shown in 

Figures 7, 8, and 9.
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