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Despite their importance for humans, there is little consensus on
the function of antibiotics in nature for the bacteria that produce
them. Classical explanations suggest that bacteria use antibiotics as
weapons to kill or inhibit competitors, whereas a recent alternative
hypothesis states that antibiotics are signals that coordinate co-
operative social interactions between coexisting bacteria. Here we
distinguish these hypotheses in the prolific antibiotic-producing
genus Streptomyces and provide strong evidence that antibiotics
are weapons whose expression is significantly influenced by social
and competitive interactions between competing strains. We show
that cells induce facultative responses to cues produced by compet-
itors by (i) increasing their own antibiotic production, thereby de-
creasing costs associated with constitutive synthesis of these
expensive products, and (ii) by suppressing antibiotic production in
competitors, thereby reducing direct threats to themselves. These
results thus show that although antibiotic production is profoundly
social, it is emphatically not cooperative. Using computer simula-
tions, we next show that these facultative strategies can facilitate
the maintenance of biodiversity in a community context by convert-
ing lethal interactions between neighboring colonies to neutral in-
teractions where neither strain excludes the other. Thus, just as
bacteriocins can lead to increased diversity via rock–paper–scissors
dynamics, so too can antibiotics via elicitation and suppression. Our
results reveal that social interactions are crucial for understanding
antibiosis and bacterial community dynamics, and highlight the po-
tential of interbacterial interactions for novel drug discovery by elic-
iting pathways that mediate interference competition.
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The discovery and development of antibiotics to fight bacterial
diseases is one of the great triumphs in modern medicine (1).

However, increasing rates of antimicrobial resistance require in-
novative strategies to replenish antimicrobial drug pipelines (2, 3).
Several novel antibiotics have been discovered in previously un-
explored habitats (4) or uncultured microbes (5). By contrast, a
second potential source of novel agents, silent antibiotic gene clus-
ters in well-characterized organisms, remains unexploited because
the factors that elicit their production are unknown (1). Identifying
these factors requires understanding the ecological and evolutionary
roles of antibiotics in the competitive and social context in which
they are used in nature (6, 7). Here we test the role of social and
competitive dynamics on antibiosis in the prolific antibiotic-pro-
ducing bacterial genus Streptomyces. Simultaneously, we distinguish
competing hypotheses for the role of antibiotics in nature.
Streptomycetes are a diverse group of filamentous bacteria that

produce some two-thirds of all known antibiotics (8). Although the
antibiotics they produce have classically been viewed as intermicro-
bial weapons (6, 9), this perspective is increasingly questioned on two
grounds (10–13). First, antibiotic concentrations in soil are believed
to be too low to kill or inhibit competing bacteria (9). Second, sub-
inhibitory (sub-MIC) concentrations of antibiotics induce responses
in exposed organisms, such as increased biofilm formation (14) or

expression of virulence genes (11, 15) that may benefit these target
cells (10). Thus, rather than weapons, these arguments have led to
the idea that antibiotics are cooperative signals (16) used for
intercellular communication, that they are “collective regulators
of the homeostasis of microbial communities” (12).
However, evidence of response to sub-MIC antibiotic con-

centrations does not imply that antibiotics are signals or a form
of communication. Communication can be partitioned according
to the costs and benefits associated with production and re-
sponse (17). A signal is a form of mutually beneficial commu-
nication between the sender of a signal and its recipient. A cue,
by contrast, elicits a response that benefits only the recipient,
sometimes to the detriment of the sender. Finally, suppression or
attenuation (18) elicits a response that harms the recipient and
benefits the producer (19, 20). Whereas signals are a form of
cooperation, the unidirectional benefits associated with cues and
suppression imply that these are forms of competition.
Distinguishing whether antibiotics are cooperative signals or

competitive weapons requires partitioning communication into
these contrasting modes (6, 19, 20) and examining the role of an-
tibiotics in the competitive and social context in which they are used.

Results and Discussion
We measured the capacity of streptomycetes isolated from a
single soil sample to inhibit one another during growth in isolation
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(designated asocial growth) and during growth in the presence of
other competing streptomycete strains (designated social growth).
A schematic of our assay conditions is detailed in Fig. 1A. Asocial
interactions form the baseline against which we identified the
influence of competition during social assays. Thus, if strain A
fails to inhibit strain B during asocial growth, but can do so during
social growth in the presence of strain C, this indicates that strain
A responds to a cue produced by strain C. Alternatively, if strain
A inhibits strain B during asocial growth, but is no longer capable
of doing so when grown in the presence of strain C, this indicates
that strain C suppresses strain A. During asocial assays, 13 strains
were tested for their capacity to inhibit the others (13 × 13 = 169
test conditions), whereas inhibition during social assays was esti-
mated after growing strains in coculture with the others (13 × 13 ×
13 = 2,197 test conditions). Colonies in coculture were spaced at
1-cm distances, thus permitting identification of strain-specific
responses to social growth. Inhibition was measured in media with
high (GA) and low (soil) resource levels that modify the level of
resource competition cells experienced (7), which in turn may
influence the cellular transition between growth and antibiotic
production (21) and the types of antibiotics produced (1, 22). The
aim of these contrasting environments is to represent extremes in
resource availability in soil microbial communities, because both
possibilities are likely to be experienced by bacteria across time
and space (23).
If antibiotics are used to mediate competitive interactions, we

predict that social growth will lead to increased antibiotic pro-
duction as cells respond to cues produced by these competitors
(7). Equally, we predict that social growth will elicit defensive
strategies to suppress or attenuate antibiotic production in
competitors (18). Though this study was not aimed at identifying
the mechanisms of elicitation and attenuation, both outcomes
have been observed and can result from diverse mechanisms,
including a response to stress caused by resource competition or
antibiotic exposure (7, 24–26), or via enzymatic degradation of
antibiotics or the signals regulating their production (2). Fig. 1
shows results from our experiments that are consistent with both
of these predictions. All 13 strains in our collection produce cues

that increase antibiotic production in at least one other strain,
and 12 of 13 strains respond to such cues during social growth by
increasing the range of their inhibitory capacity. Responding to
cues leads to a significant increase in the proportion of strains
that each strain inhibits in social vs. asocial conditions (Wilcoxon
signed-rank test: GA: P = 0.002; soil: P < 0.002), corresponding
to a more than a twofold increase in inhibitory capacity (GA:
2.08-fold, soil: 2.73-fold) in both environments (Fig. 1B). Al-
though we find no difference in the number of strains responding
to cues on GA or soil medium (Wilcoxon signed-rank test, P =
0.528), the magnitude of response of each strain is significantly
greater in the soil than GA test environments (Wilcoxon signed-
rank test, P = 0.019); across all 169 interactions for each strain
(13 competitors × 13 targets), this corresponds to a 16.84% (soil)
and 9.55% (GA) increase in inhibition that is attributable to
facultative responses to cues (Fig. 1C). Suppressive responses
during social growth are equally widespread (Fig. 1 B and C). As
with cues, every strain in both resource environments sup-
presses at least one other during social growth. Strains were sig-
nificantly more suppressive of others in GA than in soil medium
(Wilcoxon signed-rank test, P < 0.001), corresponding respectively
to a ∼20% and 6% decline in inhibition capacity attributable to
suppression during social growth (Wilcoxon signed-rank test, P <
0.001; Fig. 1C).
Our data provide direct evidence that social and competitive

interactions between streptomycetes dramatically modify their
net inhibitory capacity, consistent with the idea that these bac-
teria use competition-sensing (7) to regulate antibiosis. Strains
respond to cues by increasing their inhibitory range, but also
suppress antibiotic production in competitors. Both responses,
one offensive and the other defensive, are likely to benefit cells
in a competitive social context and are therefore indicative of a
competitive rather than cooperative role of antibiotics (7). To
test this conclusion explicitly, we estimated the joint inhibitory
capacity of all pairs of strains in both media types. To distinguish
cooperative/synergistic vs. competitive interactions during social
interactions, we compared the pairwise inhibitory capacity of all
strains to their individual inhibitory capacities. Interactions were
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Fig. 1. (A) Schematic of asocial and social inhibition assays. In asocial assays, focal strains (blue) are tested for their capacity to inhibit each other strain (gray)
when plated atop the focal colonies in a soft agar overlay. Inhibition was detected as a zone of clearance surrounding focal colonies (II) whereas an absence of
inhibition was detected as an absence of clearance (I). All 13 strains were tested as both the focal and target strains, leading to 169 possible assays. The
fraction of strains that each focal isolate inhibited during asocial interactions was compared with their inhibitory capacity during social assays. Social assays
measured inhibitory capacity of focal strains after growing adjacent to modifier strains (orange). Social interactions could generate two different outcomes:
(i) modifier strains could increase (III) the inhibitory capacity of focal strains (I → III), or (ii) they could suppress (IV) the inhibitory capacity of focal strains (II →
IV). During social assays, each strain could serve as the focal strain, the target strain, or the modifier strain, leading to a total of 13 × 13 × 13 = 2,197 in-
teractions. For each focal strain, asocial interactions form the baseline against which we identified the influence of modifier strains during social assays. Thus,
if the blue focal strain inhibits the gray target strain, but only when grown in the context of the orange modifier strain, this would indicate that the blue
strain is responding to a cue produced by the orange strain (as in III). Alternatively, if the focal blue strain becomes incapable of killing the gray target strain
when grown in the presence of the orange strain, this would indicate that the orange strain is suppressing the blue strain (as in IV). (B) Mean inhibitory
capacity of strains during asocial and social assays. Asocial inhibition is scored as the fraction of strains inhibited in pairwise interactions, whereas social
inhibition is scored as the average reduction/increase in the fraction of strains that are inhibited following either suppression or response to cues. (C) Mean
proportional change in inhibition due to cues and suppression compared with asocial inhibition. Values correspond to mean ± SEM.
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scored as cooperative or synergistic if their joint inhibitory ca-
pacity during social interactions was reciprocally increased
compared with their individual capacity during asocial growth
(i.e., AB > A and BA > B) and competitive if the joint inhibitory
capacity of pairs of strains was less than or equal to the sum of
their individual inhibitory range (i.e., AB ≤ A or BA ≤ B) (27). By
this measure we found significantly more competitive than
synergistic interactions (Fig. 2 A and B). On GA medium, only 2
of 78 pairs of strains were synergistic, whereas on soil medium
this fraction increased to 15 of 78 pairs. Notably, however, 8 of
these 15 pairs generate responses that are self-damaging because
part of the increased range due to synergism includes one mem-
ber of the pair. These results, together with widespread use of
cues and suppression, further suggest that antibiotic use and
deployment is predominantly competitive.
Direct antagonistic interactions between bacteria caused by

bacteriocins or antibiotics can surprisingly enhance rather than
decrease biodiversity when the pairwise interactions between
strains are nontransitive (18, 28, 29). However, our experiments
show that widespread indirect interactions between strains can
significantly modify these direct interactions, sometimes defusing
pairwise antagonism via suppression, and at other times increasing
it via cues. In natural soil communities, numerous streptomycetes
co-occur at small spatial scales (30, 31) and the social interactions
we have uncovered may influence the manner of their coexistence.
To examine the consequences of these interactions, we generated
computer simulations using 2D cellular automata models (29)
that compared patterns of microbial coexistence between social
and asocial growth while preserving the spatial associations be-
tween neighboring cells (32). We additionally contrasted the role
of social interactions in the two resource environments (GA vs.
soil) owing to the differential influence of cues and suppression in
these contexts. Whereas strains during asocial growth could only
kill or resist one another, in simulations of social interactions we
incorporated the role of cues and suppression. Simulation results
based upon our empirically derived interactions reveal significant
increases in diversity and richness due to social interactions (Fig.
3B) in the GA environment. Whereas only two strains survived
and coexisted during asocial simulations in GA, social interactions
permitted the survival and coexistence of 11 strains on average. By
contrast, no significant changes in diversity were observed in
simulations of social interactions in the soil environment.
We believe the results of our simulations have a simple and

intuitive explanation. Strains during asocial simulations coexist as
neighbors in either of two ways: they may have neutral interactions

where neither produces an antibiotic active against the other, or
they may be mutually capable of killing each other. Both sym-
metric scenarios lead to a standoff. Though the same conditions
for coexistence remain during social simulations, there are many
more indirect routes by which these conditions can be obtained, as
we illustrate schematically in Fig. 3A. However, because the role
of cues and suppression during social interactions differs between
the two resource environments (Fig. 1 B and C), their effects on
diversity are environment dependent. In the GA environment,
social interactions cause widespread suppression of antibiosis and
therefore an overall decline in killing capacity. Concomitantly, in
simulations this leads to more neutral neighbors that can coexist.
By contrast, in the soil environment, cues are used to increase
antibiosis, leading to more antagonism among neighbors and
therefore no increase in species diversity in the simulations. Both
outcomes are relevant for bacteria in natural bacterial communi-
ties that experience marked temporal and spatial shifts in resource
availability (23, 32); accordingly, our simulations predict that the
influence of social interactions on streptomycete biodiversity will
vary with ecological context.
Interestingly, social interactions during simulations led to spa-

tial patterns of association and disassociation between particular
strains that were reflective of their direct and indirect effects on
one another (Fig. 3 C andD). These spatial patterns, where strains
coexist in close physical proximity more (or less) often than pre-
dicted based on their respective frequencies, arise because in-
hibitory activity during pairwise social interactions (Fig. 1) is
strongly modified by the identity of the interacting strains and
their respective neighbors (Figs. S1 and S2). The consequence of
this is that some interactions between strains that are antagonistic
during asocial simulations, where one kills the other, are con-
verted into neutral interactions via the influence of specific
neighbors. For example, 19 of the 30 significantly positive asso-
ciations between neighboring strains during social simulations in
GA (Fig. 3D) are asymmetric during asocial interactions, but be-
come symmetric because of suppression or cues. The positive as-
sociation between strains 5 and 6 during social simulations
illustrates this point while also clarifying the complex suite of
factors that lead to this outcome. During asocial assays, strain 6
inhibited strain 5. However, most other strains suppressed this
inhibition, enabling 5 and 6 to coexist as neighbors. Simulta-
neously, because both strains retained susceptibility to many oth-
ers, 5 and 6, when they did survive, hid among one another.
Similar factors underlie most of the positive associations in Fig.
3D, although the details of persistence are highly strain-specific.
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Our results on randomly chosen streptomycetes from a single
soil sample provide little support for the notion that antibiotics
are cooperative signals used to coordinate bacterial behaviors
(11, 12) and instead support the classic idea that these agents are
used to mediate competition (9, 31). In addition, our data reveal
that the classical dichotomy between killing and resistance used
to understand interference competition between microbes is

insufficient to describe interactions driven by antibiotics. Cells
induce facultative responses to the presence of competitors by (i)
increasing their own antibiotic production, thereby decreasing
costs associated with constitutive synthesis of these expensive
products, and (ii) by suppressing antibiotic production in com-
petitors, thereby reducing direct threats to themselves (26). In a
community context, these facultative strategies can influence

A B

C D

Fig. 3. (A) Differential effects on biodiversity of social and asocial interactions during simulations. One strain excludes the other during aggressive in-
teractions, whereas during neutral interactions both strains coexist. Aggressive interactions during asocial simulations can be converted, by cues and sup-
pression, to neutral interactions during social simulations that facilitate coexistence. (B) Average strain richness (mean ± SEM) during asocial and social
simulations in both resource environments. In GA, there is a significant increase in the richness of surviving communities in social vs. asocial simulations (from
2 to 10.8; ANOVA: F1,199 = 21,376.13, P < 0.001) also reflected in Shannon diversity (from 0.58 to 1.88; ANOVA: F1,199 = 32,194.18, P < 0.001), whereas in soil
there is a marginal decline in strain richness (from 4 to 3; ANOVA: F1,199 = 406.4, P < 0.001) and a marginal increase in Shannon diversity (from 0.7 to 0.85;
ANOVA: F1,199 = 274.24, P < 0.001). (C) A screenshot of the final time point of one simulation grid depicting spatial patterns formed by the surviving strains.
(D) Increased diversity during social simulations in GA leads to significant positive (green) and negative (red) associations between neighboring pairs of
surviving strains. Strains that associate at no greater or lesser frequency than expected by chance are shown in black. (Inset) Fragment of the simulation grid in
C depicts the positive spatial association between strains 5 (light purple) and 6 (dark purple).
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biodiversity by converting lethal interactions between neighbors
to neutral interactions where neither strain excludes the other.
Thus, just as bacteriocins can lead to increased diversity via
rock–paper–scissors dynamics (28, 29), so too can antibiotics via
elicitation and suppression. In agreement with these conclusions,
a recent theoretical analysis found that antibiotic suppression
(called attenuation in this study) could stabilize antagonistic in-
teractions and thereby facilitate microbial diversity (18). That
these results were obtained using a different modeling approach
to the one examined here supports the idea that our simulation
results are quite general. However, the empirical results of the
two studies differ in that we identified extensive induction as well
as suppression, whereas the work of Kelsic et al. (18) observed
induction only rarely (called intensification in their study). Al-
though there may be many causes for this difference, two likely
possibilities are that (i) our assays screened inhibition against a
broader range of target species: 13 streptomycete strains coiso-
lated from the same community vs. a reporter strain of Escher-
ichia coli, and (ii) we examined interactions across two resource
environments. Because our target strains will vary in their mech-
anisms of antibiotic susceptibility, this may have permitted us with
a more sensitive assay to detect the effects of strain-specific anti-
biotic elicitation. Additionally, diverse assay environments help to
capture the ecological dependence of interstrain interactions.
Our data highlight that the antagonistic relationships between

coexisting streptomycetes are strongly dependent on the identity
of neighbors and on resource availability. They also suggest that
responses to these social interactions are rapidly evolving, as
there were no associations between the phenotypes we measured
and the phylogenetic relatedness of the strains we examined (Fig.
S3). Nevertheless, several aspects of these relationships remain
to be determined: the identity of cues that elicit antibiotic pro-
duction and the mechanisms of suppression (13, 24), the functional
role of resource concentration or composition in mediating anti-
biotic-driven strategies and how these diverse strategies map onto
other competitive or potentially cooperative relationships among
bacteria in a broader natural context. Determining the answers to
these questions is of fundamental importance as they impact on the
mechanisms of microbial diversity. Equally, they are of potential
clinical value if cues can be used as general elicitors of weakly
expressed or cryptic antibiotic production in this important bacte-
rial genus (1), and therefore harnessed as tools to revive the flag-
ging pipeline of antibiotic discovery (3).

Materials and Methods
Strain Isolation andMaintenance.A 1-g soil sample was taken from outside the
Institute of Biology in Leiden, The Netherlands, and immediately returned to
the laboratory for processing. Soil was dissolved into 10 mL Milli-Q water and
serially diluted onto soya flour mannitol (SFM) agar containing, per liter, 20 g
soy flour, 20 g mannitol, and 20 g agar. Plates were incubated for up to 2 wk
at 30 °C, after which random colonies with actinomycete morphology were
picked and subcultured on SFM media to obtain clonal spore stocks for each
strain. High-density spore stocks were made in 20% glycerol and stored at
−20 °C. Ten strains from this collection were used for subsequent assays
together with three additional type strains: Streptomyces coelicolor M145,
Streptomyces venezuelae ATCC 10712, and Streptomyces griseus IFO13350.
To determine species identity, we sequenced fragments of three genes from
each isolate: a ∼1,400-bp fragment of the 16S rDNA, a 350-bp fragment of
rpoB for the RNA polymerase beta subunit, and a 400-bp fragment of ssgA,
for the cell division regulator SsgA. The latter is particularly suited to dis-
criminate between closely related actinomycetes, which are not well dis-
tinguished on the basis of the canonical taxonomic markers rpoB or 16S
rRNA (33). PCR conditions are given in SI Materials and Methods and in Table
S1. Sequences for the three genes were aligned and concatenated. Sites with
more than 5% gaps were excluded, and models of evolution (HKY + I + G,
F81 + G, and GTR + G for rDNA, rpoB, and ssgA, respectively) were inferred
for each gene using jModelTest 2.1.7 (34). A maximum-likelihood tree was
created using Geneious 7.1.5 (35) and MrBayes 3.2.2 (36) by creating a
partition for each gene. We included reference sequences for S. griseus,
Streptomyces lividans, and S. coelicolor, and with Kitasatospora sp. as an

outgroup. These analyses confirmed that all strains were streptomycetes
(Fig. S3). For simplicity, all strains are hereafter referred to numerically: 1–13.

Inhibition During Asocial and Social Interactions. Two types of interactions
between strains were examined. Asocial interactions measured the ability for
each strain to inhibit the others, and social interactions measured the ca-
pability for each strain to inhibit the otherswhile growing togetherwith another
modifier strain. For the 13 strains, there were 169 asocial interactions (13 × 13)
and 2,197 social interactions (13 × 13 × 13). All assays were conducted on two
media types with contrasting resource levels. GA medium contains per liter:
15 g starch, 0.5 g KNO3, 0.5 g K2HPO4, 0.5 g MgSO4, 5 g NaCl, 5 g KCl, 0.01 g
FeSO4, 18 g agar. Soil extract medium was made by adding 5 g of commercial
peat (Landgoed) to 1 L of demineralized water. The mixture was shaken
overnight at room temperature and then filtered through cotton to remove
particulate matter. The clarified extract was then autoclaved and either stored
for later use or solidified with 1% agar. GA has a pH between 7.2 and 7.4, and
soil medium has a pH of 6.4. Consistent with their divergent resource levels, we
found significantly higher biomass of streptomycete strains grown on GA than
on the soil extract medium (P < 0.001).
Asocial interactions. Inhibition assays during asocial interactions between all
strains were carried out in individual wells of 5 × 5 grid plates (Greiner) where
each grid cube contained 3 mL of agar medium. One-microliter drops con-
taining ∼1 × 105 spores of each strain were spotted in each cube and grown
for 5 d at 30 °C. Next, a 1-mL soft agar overlay (0.9% agar in the same
medium as the bottom layer) containing ∼1.6 × 105 spores of each target
strain was poured onto each grid coordinate and incubated for an addi-
tional 7 d. Zones of clearance in the overlay surrounding cells on the bottom
layer were scored as positive inhibition, and an absence of inhibition was
scored as resistance. This experiment resulted in a 13 × 13 matrix, which we
will further refer to as the asocial interaction matrix.
Social interactions. To determine if strains modify the antibiotic production of
one another during social interactions via cues ormanipulation, wemeasured
the inhibitory capacity of each strain after growth in the presence of each
other isolate. Interactions were established by simultaneously inoculating
two strains into opposite corners of one cube of a 5 × 5 grid plate. Colonies
were grown for 5 d, during which time they could interact via diffusion of
molecules secreted into the agar. Next, as in the asocial assays, the pair of
strains was covered with a soft agar layer containing one of the 13 target
strains. Zones of inhibition were scored after 7 d incubation at 30 °C. This
experiment resulted in a 13 × 13 × 13 matrix, which we will further refer to
as the social interaction matrix.

For each strain, asocial interactions form the baseline against which we
identified the influence (positive or negative) of other strains during social
assays. Thus, if strain A inhibits strain C, but onlywhen grown in the context of
strain B, this would indicate that strain A is responding to a cue produced by
strain B. Alternatively, if strain A is no longer capable of killing strain C when
grown in the presence of strain B, this would indicate that strain B is sup-
pressing strain A.

These definitions can more formally be expressed as follows:

Cue: asocial_interactions_matrix [A, C] = 0 and social_interactions_matrix
[AB, C] = 1.

Suppression: asocial_interactions_matrix [A, C]=1and social_interactions_matrix
[AB, C] = 0.

To distinguish cooperative vs. competitive interactions during social in-
teractions, we compared the pairwise inhibitory capacity of all strains to their
individual inhibitory capacities. Interactions were scored as cooperative if
their joint inhibitory capacity during social interactions was reciprocally in-
creased compared with their individual capacity during asocial growth (i.e.,
AB > A and BA > B) and competitive if the joint inhibitory capacity of pairs
of strains was less than or equal to the sum of their individual inhibitory
range (i.e., AB ≤ A or BA ≤ B).

Microbial Coexistence During Asocial vs. Social Interactions. To investigate the
differential roles of social and asocial interactions on microbial coexistence
we built 2D cellular automata simulations comprised of all 13 strains com-
peting on a uniform 200 × 200 square grid of cells with toroidal topology,
where each cell has eight neighbors. Each cell of the grid represents one
bacterium that acts according to the interaction matrices that were de-
termined experimentally. All 13 strains were equally represented and ran-
domly distributed in the grid space at the beginning of the simulations, and
all sites of the grid are always occupied.

In simulations of asocial interactions, at each time point each focal cell is
engaged by one of its randomly chosen eight neighbors. If, according to the
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experimental results, this neighbor strain can kill the focal strain, then it will
occupy it. If the neighbor is noninhibitory, neither strain is affected. At each
time point every cell of the 200 × 200 grid is assigned to become the focal
individual, in random order.

During simulations including social interactions, replacement occurs, as above,
if the focal cell can be killed by one of its randomly chosen neighbors. However,
here, the determination of whether the focal cell is killed depends on the local
context of this neighbor cell. The neighbor can kill and occupy the focal cell in
one of two ways: (i) The neighbor can kill the focal strain in the asocial in-
teraction matrix and none of its neighbors is suppressing its toxin production
(i.e., the killer remains a killer); or (ii) The neighbor strain cannot kill the focal
strain in the asocial interaction matrix, but is able to do so after responding to
a cue produced by one of its own neighbors (i.e., the nonkiller becomes a
killer). The killing and replacement rules in the asocial and social interactions
simulations can be reduced to pseudocode given in SI Materials and Methods.

One hundred simulations were carried out for each of the four experi-
mental conditions (asocial vs. social in both resource environments). At the
end of each simulation, we quantified the richness and Shannon diversity of
the remaining isolates. In addition, we quantified whether the surviving

strains were more or less physically associated as neighbors than expected by
chance. These neighborhood properties were determined by comparing the
expected vicinities of strains to the observed ones. The expected vicinities
were determined by

Pexpði, jÞ=nj

.X13

k=1,  k≠i
nk ,

where nj represents the total number of possibilities of meeting a cell of type j in

the grid. The observed vicinities we determined by Pobsði,   jÞ=mij=
P13

k=1,  k≠imik,
wheremij is the observed total number of cells of strain j bordering cells of strain i.
The significance of Pobs was tested with a Fisher’s exact test, with applied Bon-
ferroni correction.
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