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Abstract: To maximize the collection efficiency of back-scattered light, 

and to minimize aberrations and vignetting, the lateral position of the scan 

pivot of an optical coherence tomography (OCT) retinal scanner should be 

imaged to the center of the ocular pupil. Additionally, several retinal 

structures including Henle’s Fiber Layer (HFL) exhibit reflectivities that 

depend on illumination angle, which can be controlled by varying the pupil 

entry position of the OCT beam. In this work, we describe an automated 

method for controlling the lateral pupil entry position in retinal OCT by 

utilizing pupil tracking in conjunction with a 2D fast steering mirror placed 

conjugate to the retinal plane. We demonstrate that pupil tracking prevents 

lateral motion artifacts from impeding desired pupil entry locations, and 

enables precise pupil entry positioning and therefore control of the 

illumination angle of incidence at the retinal plane. We use our prototype 

pupil tracking OCT system to directly visualize the obliquely oriented HFL. 
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1. Introduction 

Optical coherence tomography (OCT) has become the standard of care for many pathological 

ophthalmic conditions [1,2]. Conventional OCT retinal systems employ a telescope to image 

the beam scanning pivot to the pupil plane of the patient and the OCT beam is focused on the 

retinal surface by the patient’s optics. To maximize the collection efficiency of back-scattered 

light and to minimize aberrations and vignetting, the lateral position of the scan pivot is 

typically imaged to the center of the ocular pupil [1]. Some commercial OCT systems employ 

IR pupil cameras to allow alignment of the OCT beam with the patient’s eye. However, such 

systems are still vulnerable to lateral patient motion and depend upon active involvement of 

the photographer to maintain alignment. Pupil entry position may also play a critical yet 

underappreciated role in the geometrical accuracy of OCT retinal images [3–5]. In particular, 

lateral displacement of the beam in the pupil is responsible for the often observed “tilt” of 

OCT retinal B-scans. 

In retinal imaging systems, the illumination angle is in part determined by the pupil entry 

position. Because the reflectivity of many retinal structures depend on illumination angle, the 

visibility of these structures can vary as a function of entry pupil position. For example, poor 

off-axis retinal reflectivity of the photoreceptor layers can be attributed to the optical Stiles-

Crawford effect (OSCE), the waveguiding effect of cone photoreceptors, and can result in 

poor imaging performance when pupil position is not well controlled [6–8]. The OSCE was 

investigated with OCT by measuring the dependence of back-scattered intensity from the 

inner/outer photoreceptor segment (IS/OS), the photoreceptor outer segment (PTOS), and 

retinal pigment epithelium (RPE) on pupil entry position [9]. However, subject motion 

artifacts hindered the reproducibility of pupil entry position and illumination angles. 

Similarly, the directional sensitivity of back-scattered intensity from the retinal nerve fiber 
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layer (RNFL) has also been characterized in vitro by manually varying the illumination 

incidence angle [10,11]. 

Henle’s Fiber Layer (HFL) is an additional retinal structure that exhibits reflectivity 

dependence on pupil entry position [12–14]. Lujan et al. showed that the oblique orientation 

of HFL around the foveal pit resulted in diminished OCT visualization if the beam scanning 

pivot was centered on the ocular pupil. By displacing the OCT beam laterally, the collected 

back-scattered intensity of HFL increased on the opposite side of the foveal pit from the pupil 

entry offset, resulting in enhanced OCT visibility due to nearly normal illumination relative to 

HFL fibers in that region. Using eccentric pupil entry positions in a technique called 

Directional OCT, visualization of HFL enabled anatomically correct ONL thickness 

measurements [15,16]. However, similar to previous studies, the pupil entry position manual 

displacement was subject to patient motion and operator misalignment. In addition, the lack of 

visual references on the pupil also restricted acquisition of multiple scans through the same 

entry location. Other groups have focused on exploiting HFL birefringence [14] to infer its 

location and correlate polarization sensitive measurements with several diseases, including 

age-related macular degeneration [17–19]. However, polarization sensitive measurements are 

not as standardized and clinically accepted for disease correlation as thickness maps produced 

from intensity-based OCT volumes. As an alternative, we propose pupil tracking as an 

attractive option for controlling pupil entry position to optimize signal from the retinal 

interface of interest to the medical practitioner. 

Pupil tracking is a low-cost video-oculography technique for monitoring subject eye 

motion [20,21]. When coupled to a retinal imaging system [22], pupil tracking offers direct 

visualization of the subject’s pupil plane. Precise knowledge of the beam entry position at the 

pupil plane and beam location at the retinal plane can elucidate the beam trajectory through 

the subject's eye and retinal angle of illumination. As quantitative metrics involving distances, 

areas and volumes derived from OCT images become more prevalent, awareness of the 

geometrical accuracy of OCT images and careful control of the beam trajectory through the 

pupil may become increasingly important [3–5]. 

In this work, we describe an automated method for controlling the lateral pupil entry 

position in retinal OCT by utilizing pupil tracking in conjunction with a 2D fast steering 

mirror placed conjugate to the retinal plane. We show that pupil tracking prevents lateral 

motion artifacts and vignetting from obscuring the desired pupil entry location and enables 

precise pupil entry positioning and therefore control of the illumination angle of incidence on 

the retinal plane. Moreover, we demonstrate the clinical utility of pupil tracking OCT by 

illuminating HFL through controlled and repeatable pupil positions for enhanced visualization 

and thickness measurements. 

2. Pupil tracking OCT 

2.1 Design considerations 

A conventional retinal OCT scanner [1], shown in Fig. 1(A), uses a 4f configuration to image 

the scan pivot to the subject's pupil plane. Imaging scanning mirrors angularly scan the beam 

at a pupil conjugate plane, resulting in lateral scanning at the retina. Similarly, a second 

scanner set, termed tracking scanner, can be placed at the retinal conjugate plane to achieve 

lateral translation of the scan pivot at the subject’s pupil plane (Fig. 1(B)-1(C)). If the tracking 

scanner is placed at the Fourier plane of the 4f telescope, the amount of scan pivot lateral 

translation is governed by the angular range of the tracking scanner and the focal length of the 

second element of the 4f telescope, as described by the following equation using the small 

angle approximation: 

 2TS TSFOV f    (1) 
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where ΘTS is the angular range, f2 is the focal length of the second element of the telescope, 

and FOVTS is the lateral scanning range of the tracking scanner at the pupil plane. Moreover, 

placing the imaging and tracking scanners in orthogonal planes eliminates cross-talk, ensuring 

that the OCT scan location (on the retina) is unaltered during tracking. By automatically 

controlling the tracking scanner, lateral patient motion monitored by pupil tracking can be 

compensated for to keep the scan pivot centered on the ocular pupil and to minimize 

vignetting and aberrations (Fig. 1(B)). Furthermore, the scan pivot can be translated across the 

pupil plane to image retinal structures of interest at different angles of incidence (Fig. 1(C)). 

 

Fig. 1. (A) conventional retinal OCT scanner with pupil (red) and retinal (blue) conjugate 
planes highlighted. IS: imaging scanners placed at a pupil conjugate plane, f: lenses. (B-C) 

configurations showing the scanning pivot imaged onto the center of the ocular pupil (B) and 

the scanning pivot offset from the center of the ocular pupil using the tracking scanner (TS) 
(C). The tracking scanner placed at a retinal conjugate plane allows automatic lateral 

translation of the scan pivot at the subject's pupil plane. 

It is important to note that under the configuration described above, the clear aperture of 

the tracking scanner, instead of the angular range of the imaging scanners, may limit the OCT 

field of view (FOV). Under this assumption, the OCT imaging FOV can be described as: 

 
1

OCT

TS

OCT ang

D
FOV M

f
     (2) 

where ΘOCT is the angular OCT FOV, DTS is the clear aperture of the tracking scanner, f1 is 

the focal length of the first element of the telescope, and Mang is the angular magnification of 

the telescope, where Mang = f1/f2. Multiplying the tracking and OCT FOVs yields a result that 

is independent of the focal lengths of the lenses in the telescope and proportional to the 

tracking scanner scan-angle mirror-size product: 

 
2

1

.
TS TS ang

TS OCT TS TS

f D M
FOV FOV D

f

   
      (3) 

Therefore, to maximize the OCT and tracking scanner FOVs when the clear aperture of the 

tracking scanner is limiting, the optimal tracking scanner exhibits the largest scan-angle 

mirror-size product. Typically, scanning mirrors have an inherent tradeoff between angular 

range and aperture size. Equations (1) and (2) show that the OCT and tracking scanner FOVs 

can be optimized by choosing the appropriate tracking scanner aperture size and angular 

range, respectively. In the case where DTS is sufficiently large such that the lens apertures are 
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limiting, ΘTS and f2 should be chosen carefully to limit the amount of vignetting while 

achieving sufficient FOVTS. In this work, we determined that a ± 3.5 mm FOVTS was 

sufficient to compensate for lateral eye motion of a fixating subject. 

2.2 OCT system design 

The custom swept-source OCT (SSOCT) system, depicted in Fig. 2(A), employed a swept-

frequency laser (Axsun Technologies; Billerca, MA) centered at 1060 nm with a sweep rate of 

100 kHz and bandwidth of 100 nm. The source illuminated a transmissive reference arm 

interferometer and the interferometric signal was detected with a balanced photoreceiver 

(Thorlabs, Inc.; Newton, NJ) and digitized (AlazarTech Inc.; Pointe-Claire, QC, Canada) at 

800 MS/s. The measured peak sensitivity of the system was 102.8 dB. The measured 6 dB 

sensitivity fall off and axial resolution were 4.6 mm (Fig. 2(B)) and 7.9 μm, respectively. 

GPU-assisted custom software enabled real-time acquisition, processing, and display of 

volumetric data sets acquired at an A-line rate of 100 kHz. 

 

Fig. 2. (A) schematic of the interferometer topology of the swept-source OCT engine. L: 

lenses, RR: retroreflector. (B) fall off sensitivity performance of the system. Sensitivity is 

plotted in dB. The measured 6 dB sensitivity fall off (denoted by the horizontal dashed red 
line) was 4.6 mm. 

The sample arm (Fig. 3(A)) consisted of a telescope, with each element composed of two 

150 mm effective focal length (EFL) achromatic doublet lenses (yielding a composite EFL of 

68 mm), to image the scanning pivot onto the ocular pupil. A dichroic mirror was used to 

couple a pupil camera onto the OCT optical axis (described in detail below). The tracking 

scanner was a 2D fast steering mirror with a bandwidth of 560 Hz (Optics in Motion LLC; 

Long Beach, CA) placed in the Fourier plane of the telescope and thus conjugate to the 

subject’s retinal plane. The tracking mirror had a clear aperture of 1.8 x 2.7 inches and a total 

optical angular range of ± 3°. The theoretical tracking FOV was ± 3.56 mm, limited by the 

lens apertures and dichroic mirror. The OCT FOV was limited to ± 5° to reduce aberration 
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propagation through the system and to minimize vignetting at the lens apertures during 

tracking. The beam size at the cornea was 2.3 mm. Using the schematic eye developed by 

Goncharov and Dainty [23], the simulated theoretical spot size at the retina varied between 

25.3 and 26.6 μm (Fig. 3(B)) using optical ray tracing software (Zemax, LLC; Redmond, 

WA). The theoretical resolution varied between 25.2 and 27.5 μm after a + 3.5 mm (Fig. 

3(C)) lateral displacement of the scan pivot to simulate the optical performance during 

tracking. 

 

Fig. 3. (A) sample arm configuration of the pupil tracking OCT system. IS: imaging scanners, 

TS: tracking scanner, L: lenses, DM: dichroic mirror, IR: infrared illumination, Cam: pupil 

tracking camera. The shortpass dichroic mirror with a cut off at 960 nm coupled the pupil 
camera and the OCT optical axis. (B) and (C) are optical spot diagrams for the untracked and 

tracked configurations. Scale bar is in microns. The black circle is the Airy disk. 

In the presence of refractive error, the imaging plane needs to be axially translated to 

focus the OCT beam on retina. However, if the physical locations the imaging scanners, 

tracking scanners, and/or lenses of the telescope are changed, orthogonality between the 

imaging and tracking scanners may be compromised. Additionally, if refractive error 

correction is performed by axially displacing the last lens of the telescope, the lateral tracking 

range of the mirror will also vary. To avoid any loss of orthogonality or variation in lateral 

tracking range, refractive error correction was performed by axially translating the first lens of 

the system (collimator). 

2.2 Pupil tracking 

Video of the ocular pupil was acquired with a 150 frame-per-second monochromatic camera 

(Point Grey Research Inc.; Richmond, BC, Canada) with a resolution of 1280 x 1024 and a 

pixel pitch of 4.8 μm. The imaging plane of the camera was parfocal with the OCT scanning 

pivot image plane and the subject's pupil plane. The ocular pupil was illuminated with an 

infrared (IR) light emitting diode (LED) (Thorlabs, Inc.; Billerca, MA) at 850 nm relayed via 

a 50 mm focal length lens to decrease illumination divergence before the eye. The IR 

illumination system was placed 19 cm away from the subject’s pupil and enhanced contrast 

between the pupil and iris/sclera. A shortpass dichroic mirror with a reflectivity cutoff at 960 

nm was used to couple the IR illumination and pupil camera with the OCT optical axis. Pupil 

camera videos were acquired at a downsampled resolution of 320 x 256 pixels to increase the 

frame rate to 500 Hz (limited by camera control software). The camera pixel size was 45 μm 

after magnification with a 16 mm focal length imaging lens (Edmund Optics Inc.; Barrington, 

NJ), yielding a camera FOV of 1.44 x 1.15 cm. A bandpass camera filter centered at 850 nm 

(Thorlabs, Inc.; Billerca) prevented extraneous ambient and OCT light from altering the 

histogram distribution of the acquired frames. 
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The 850 nm IR illumination was transmitted by the ocular pupil but was reflected by the 

iris, sclera, and surrounding skin to yield bimodal histograms that allowed simple and fast 

segmentation (Fig. 4(A)). In C++ , the images were thresholded to produce a binary image for 

initial pupil tracing (Fig. 4(B)). Because of the stability of the IR illumination and rejection of 

extraneous light by IR camera bandpass filter, the histogram of the image intensity 

distribution did not vary within an imaging session and the threshold value was determined 

only once at the start of each session. After thresholding, morphological closing removed 

extraneous dark regions (e.g. shadows, eyelashes) that may distort the pupil boundary [20] 

(Fig. 4(C)). Connected component analysis, a common application of graph theory for 

labeling in binary images, was then used to identify the largest binary blob as the segmented 

pupil (Fig. 4(D)). Lastly, the pupil centroid was determined by calculating its center of mass 

(Fig. 4(E)). In real-time operation, the algorithm indicated the location of the detected pupil 

center on the displayed video frames (Fig. 4(F)). This segmentation approach was fast and 

performed well with the bimodal images produced by controlled IR illumination [20, 21]. 

After calculation of the pupil location, the software output yielded motion of the pupil 

centroid relative to the previous frame in pixels (Fig. 4(G)). The estimated motion was then 

converted to voltages used to drive the tracking scanner and realign the OCT scan after each 

processed camera frame. 

 

Fig. 4. (A-F) image processing for pupil tracking. The original images (A) were thresholded 
(B) after which morphological operators removed extraneous dark regions (C). Connected 

component analysis was performed to identify the pupil (D) and the centroid was calculated 

(E). The detected pupil centroid was denoted with a red dot on the displayed frame (F) in real 
time. (G) Pupil tracking flow chart. The tracking scanner was repositioned after every 

processed camera frame according to the lateral subject motion detected by the pupil tracker. 

2.3 Tracking characterization 

To characterize the tracking accuracy of the pupil tracking algorithm, a pupil phantom was 

placed on a translation stage at the pupil camera’s focal plane and was displaced 5 to 5 mm 

in the horizontal and vertical directions in 1 mm increments. The pupil phantom consisted of a 

photograph of an ocular pupil laser jet printed at 600 DPI on white paper and illuminated with 

IR light to simulate the pupil/iris contrast expected during in vivo imaging. The tracking 

algorithm detected the pupil centroid and calculated its motion relative to the previous camera 

frame. The actual translation of the pupil phantom was plotted against the motion detected by 

the tracking algorithm and fit to a line. Figure 5(A)-5(B) shows the plots for both the 
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horizontal and vertical axes. The slopes of the fits were 0.998 and 0.995 for X and Y, 

respectively. A systematic mean error of 29 μm and 27 μm in the X and Y dimensions was 

measured. The difference and mean of the measured and input displacements were calculated 

and plotted in Bland-Altman plots shown in Fig. 5(C)-5(D) after correction of the systematic 

bias. The 95% confidence interval, denoted by the green lines, for tracking accuracy was 

approximately ± 50 μm in both dimensions. Next, the pupil phantom was translated by + 5 

and 5 mm in both the horizontal and vertical directions. The tracking accuracy was measured 

a total of 5 times at each of the 4 locations, resulting in 20 accuracy measurements. The 

standard deviation was calculated and tracking repeatability was 35 μm. 

 

Fig. 5. (A-B) plots of input phantom displacement versus measured phantom translation via 

pupil tracking in both the horizontal (A) and vertical (B) axes. The slopes of the fits for the X 
and Y directions were 0.998 and 0.995 respectively. (C-D) Bland-Altman plots for the 

measured and input data. The red horizontal line denotes the mean and the horizontal green 

lines denote the 95% confidence interval bounds. The tracking accuracy 95% confidence 
interval was ~ ± 50 μm in both X and Y. 

To calibrate the tracking scanner, the collimator was displaced axially to focus the OCT 

beam at the pupil plane without changing the image location of the scan pivot (Fig. 6(A)). 

After placing a target at the pupil plane, the scan pivot position was determined by imaging 

the back-scattered OCT light using the pupil camera and calculating the centroid location of 

the beam. The imaging scanners were restricted to their central position during this 

experiment. A grid of 35 points covering the entire lateral tracking FOV was obtained (Fig. 

6(B)) using a DC variable voltage power supply to control the tracking scanner. Cross-talk 

between the two input channels of the tracking scanner was observed. To compensate for this, 

two functions, X(Vx, Vy) and Y(Vx, Vy), were fit with planes, where Vx and Vy were the 
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tracking scanner input voltages and X and Y were the measured lateral displacements shown 

in Fig. 6(B). The system of equations was then solved for Vx and Vy to obtain calibration 

functions that compensated for the cross-talk. The planar fits (Fig. 7(A)-7(B)) were restricted 

to ± 3.5 mm in both the horizontal and vertical dimensions. These fits were used to calibrate 

the tracking scanner and the fit residuals are shown in Fig. 7(C)-7(D). The R
2
 values were 

0.9997 for both X(Vx, Vy) and Y(Vx, Vy). The root mean squared errors (RMSE) for the X 

and Y fits were 42 μm and 43 μm, respectively. After calibration, repeatability of the tracking 

scanner was measured by offsetting the scan pivot position to + 3.5 mm and - 3.5 mm in both 

the X and Y dimensions and the scan pivot position was measured by calculating the beam 

centroid at each of the 4 positions. This procedure was repeated 5 times, resulting in 20 

measurements and the standard deviation of the measured scan pivot positions was calculated. 

The repeatability was measured at 14 μm. 

 

Fig. 6. (A) experimental setup to quantify tracking scanner accuracy and repeatability. OCT 

light was focused on a target placed at the pupil plane without changing the location of the scan 

pivot by axially displacing the collimator. (B) grid of 35 points covering the lateral 

displacement of the scan pivot achievable with the tracking scanner. The scan pivot location 
was determined by offsetting the tracking scanners and imaging the backscattered OCT light 

from the target with the pupil camera. These points were used to calibrate the tracking scanner 

to compensate for cross-talk between the X and Y channels. 
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Fig. 7. (A-B) X(Vx,Vy) and Y(Vx,Vy) planar fits used to calibrate the tracking scanner, where 
Vx and Vy are the tracking scanner input voltages and X and Y are the measured lateral 

displacements of the laser spot on the target. The R2 values were 0.9997 for both X and Y fits. 

(C-D) plot of fit residuals for X and Y. The RMSE values were 42.0 μm and 42.9 μm for X and 
Y, respectively. 

The pupil tracking system total accuracy and repeatability was calculated as the root of the 

sum of the squares (assuming normal distributions) of the measured sub-system (tracking 

algorithm and tracking mirror) accuracies and repeatability. The tracking accuracies were 25 

μm and 42 μm for the tracking algorithm and the tracking mirror after calibration, 

respectively. The total tracking system accuracy was then estimated to be 252 +422 = 49 μm. 

Similarly, the total tracking repeatability was 352 +142 = 38 μm. The estimated accuracies 

and repeatability are summarized in Table 1. 

Table 1. Accuracy and Repeatability of Pupil Tracking System 

 Accuracy (μm) Repeatability (μm) 

Tracking Algorithm 25 35 

Tracking Scanner 42 14 

Total System 49 38 

The temporal characteristics of the tracking system were measured using a second fast 

steering test mirror (Optics in Motion, LLC; Long Beach, CA) placed between the dichroic 

mirror and a pupil phantom (phantom is described in detail above). Pupil phantom motion was 

simulated using a function generator to drive the test fast steering mirror. First, the tracking 

bandwidth was determined by analyzing the step response of the system. A step function input 

to the step steering mirror was designed to simulate a lateral step motion of 1mm of the pupil 

phantom. The driving step voltage waveform provided to the test steering mirror as well as 

the tracking mirror voltage waveform generated by the tracking algorithm were recorded 

using a digital oscilloscope (Teledyne LeCroy; Chestnut Ridge, NY). The derivative of the 

rising edge of the measured step response was interpreted as the tracking system impulse 

response, and the magnitude of the Fourier transform of the impulse response yielded the 

tracking system transfer function power spectrum. Using this test process, the 3 dB 

bandwidth of the tracking system was measured as 58 Hz, and since the bandwidth of the 

tracking mirror was 560 Hz (as provided by the manufacturer), 58 Hz was taken as the 

tracking system limiting bandwidth. Moreover, the latency of the tracking system was 

measured by simulating 1 Hz sinusoidal pupil phantom motion using the test fast steering 

mirror, and recording the corresponding sinusoidal tracking output. Cross-correlation of these 

two waveforms yielded a measured latency of the tracking system of 4 ms. 
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3. In vivo pupil tracking OCT imaging 

3.1 Ethical considerations 

All human subject imaging was approved by the Duke Medical Center Institutional Review 

Board. Prior to imaging, informed consent was obtained from each subject after clear 

explanation of study risks. Power from the OCT system was 1.84 mW before the cornea, 

which was below the ANSI maximum permissible exposure (MPE) at 1060 nm. The 

additional IR LED illumination power on the cornea was 0.53 mW, at 850 nm, thus the 

fractional contribution from both light sources at their respective wavelengths was less than 

100% of the MPE. 

3.2 Pupil tracking OCT imaging of healthy subjects 

Using pupil tracking OCT, B-scans of an undilated healthy subject were acquired at 5 

different pupil entry positions from 2 to 2 mm in 1 mm increments, as shown in Fig. 8. The 

pupil entry offsets were referenced to the pupil centroid location detected in real time. The B-

scans consisted of 1000 A-lines/B-scan and were averaged 10x. A fixation target ensured that 

the fovea was centered on the OCT 10° FOV. The corresponding pupil camera frames are 

shown above the B-scans. The lateral position of the pupil entry location is denoted by the red 

dot on the camera frames. Note that the apparent B-scan tilt is not anatomically correct but 

instead is a result of varying optical path length along the B-scan axis caused by retinal 

illumination at different angles of incidence. As expected, the translation of the scan pivot in 

the pupil plane did not significantly alter the OCT scan location since the imaging and 

tracking scanners were placed in anti-conjugate planes to minimize cross-talk. 

 

Fig. 8. B-scans acquired at 5 different pupil entry positions. Each B-scan was comprised of 

1000 A-lines and averaged 10x. The corresponding pupil camera frames are shown above each 

B-scan. The red dot denotes the location of the OCT scan pivot. Scale bars on pupil camera 
frames are 2 mm. A fixation target was used to keep the fovea centered on the OCT FOV. The 

white reflex present in the camera images is caused by the IR illumination LED. 

To demonstrate detection of angle-dependent backscattering retinal layers, pupil tracking 

OCT was used to image Henle’s Fiber Layer (HFL). A series of B-scans were acquired from a 

healthy subject at pupil offsets from 1.5 to 1.5 mm in 0.5 mm increments. As the scan pivot 

was varied eccentrically, HFL back-coupling increased on the contralateral side to the foveal 

pit due to oblique illumination there (resulting in illumination at close to normal incidence 

relative to HFL fiber bundles), as shown in Fig. 9(A). Yellow dots label the HFL + OPL 

complex on the OCT B-scans. Continuous intensity at the HFL + OPL interface makes it 

impossible to differentiate the two layers when HFL is visible. However, because OPL 

reflectivity is less variant with changing pupil entry positions, OPL (denoted by the red dots 

in Fig. 9(B)) can be better visualized in OCT B-scans in regions where HFL visibility is 
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minimal due to eccentric pupil entry positions. Additionally, true ONL (denoted by the green 

dots) can be better visualized in regions where the HFL + OPL complex is fully visible. 

 

Fig. 9. (A) direct visualization of HFL in representative OCT B-scans acquired at different 

pupil entry positions varying from 1.5 to 1.5 mm. HFL + OPL complex is denoted by the 

yellow dots. As evident, HFL visualization is dependent on pupil entry position and angle of 

incidence of retinal illumination. (b) B-scan with HFL + OPL (yellow dots), ONL (green dots) 
and OPL (red dots) labeled. Direct visualization of HFL with pupil tracking OCT enables 

accurate visualization of ONL and OPL. 

To generate HFL + OPL thickness maps and acquire anatomically correct 2D retinal layer 

thickness measurements, OCT volumes centered on the fovea were obtained at 8 different 

pupil entry offsets in an undilated subject. The volumes were composed of 800 A-lines/B-

scan and 400 B-scans. The pupil entry offsets were chosen to optimize HFL visibility while 

minimizing vignetting at the ocular pupil. To quantify variation of visibility of the HFL + 

OPL complex due to pupil entry offset, our previously published retinal layer segmentation 

algorithm [24] was implemented to produce thickness measurements. Manual correction of 

the automatically segmented images was required because the segmentation algorithm was 

not optimized for variable HFL visibility in B-scans acquired at different pupil entry 

positions. After segmentation, the HFL + OPL complex thickness was calculated to produce 8 

thickness maps at different pupil entry position (Fig. 10). The corresponding pupil camera 

frames with a red dot denoting the pupil entry location are shown in Fig. 10(A). The thickness 

maps show increased HFL + OPL thickness on the side of the fovea opposite the pupil entry 

position (Fig. 10(B)). Thickness maps as a function of retinal eccentricity calculated at 

different meridians (denoted by the dashed black line) were plotted in Fig. 10(C). HLF + OPL 

thickness was between 60 and 80 μm at the side of the foveal pit contralateral to the pupil 

entry position. Conversely, HFL + OPL thickness was between 20 and 40 μm on the opposite 

side of the foveal pit, indicating minimal HFL visibility in these regions. 
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Fig. 10. (A) corresponding pupil camera frames with beam entry position denoted by red dot. 

(B) HFL + OPL complex thickness maps generated using semi-automatic segmentation of 

OCT volumes acquired at 8 pupil entry positions. Color bar is in microns. Dashed black lines 
denote thickness map profile shown below. (C) HFL + OPL thickness plots acquired from 

thickness maps in (B). Pupil entry positions above thickness plots are in millimeters and 

referenced to the pupil centroid calculated in real time. 

To create an HFL + OPL composite thickness map, thickness maps acquired at different 

pupil entry positions (shown in Fig. 10) were registered based on the foveal position denoted 

during segmentation. The thickness values of the composite map were determined by 

comparing the registered individual thickness maps at each pixel and finding the maximum 

value. The resulting composite thickness map is shown in Fig. 11(A). To quantify HFL + 

OPL composite thickness, a series of 360 radially oriented profiles (in 1° increments) were 

acquired from the composite map and the standard deviation and mean were calculated. The 

circumferential thickness mean and standard deviation are plotted as a function of retinal 

eccentricity in Fig. 11(B). As evident, there was a sharp increase in measured thickness from 
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about 28 to 68 μm between 1° and 4° of eccentricity with a plateau where the thickness stays 

relatively constant between 60 and 80 μm after 4° of eccentricity. 

 

Fig. 11. (A) HFL + OPL composite thickness map. The thickness maps shown in Fig. 10 were 

registered based on foveal position and the largest thickness values were extracted to generate 

the composite map. Color bar is in microns. (B) circumferential average HFL + OPL thickness 
as a function of retinal eccentricity. 360 radially oriented profiles, spaced 1° apart, were 

calculated. Mean (black) and standard deviation (red) were calculated and plotted. 

4. Discussion 

We have shown that our pupil tacking system allows precise positioning of the beam pupil 

entry position. In retinal imaging systems, knowledge of the pupil entry position and scan 

location at the retinal plane can result in enhanced knowledge of the beam trajectory through 

the subject's eye that can elucidate the illumination incidence angle at the retinal plane. As 

discussed above, there are a variety of retinal structures that exhibit illumination directionality 

dependence [6–16]. Previous studies exploring this dependence varied the pupil entry position 

manually and therefore were subject to motion artifacts that hindered repeatability. Our 

system may facilitate such studies by automating translation of the scan pivot and mitigating 

lateral motion artifacts. Moreover, our system may facilitate studies over long periods of time 

by enabling reproducibility of beam entry positions. 

In addition, although not experimentally demonstrated herein, our system is capable of 

compensating for rotational eye movements. Eye rotation is accompanied by a translation of 

the pupil, so that accurate compensation of eye rotation requires changes in both the incidence 

angle before cornea and entry pupil position. To achieve this, we propose the combination of 

retinal [25] and pupil tracking where the imaging scanners are used to control the angle of 

incidence before cornea (and therefore OCT scan location at the retinal plane) and the 

tracking scanner is used to control entry pupil position. Zemax simulations indicate that our 

system is capable of tracking lateral eye movements of ± 3.5 mm or rotational eye movements 

of ± 1.2°. This could be extended to compensate for rotational eye movements of up to ± 3.6° 

if a larger (>71.8 mm diameter) tracking scanner is used. 

The directionally sensitive HFL comprises a significant percentage of total retinal 

thickness but is difficult to visualize directly with OCT. As we and others have shown, HFL 

back-scattering depends on pupil entry position, resulting in varying ONL and OPL 

thicknesses as visualized with OCT. To generate more accurate ONL and OPL layer thickness 

measurements, identification of HFL is necessary and its thickness must be accounted for 

during segmentation. The present study did not seek to convey average and normal ONL, 

OPL, or HFL + OPL thickness measurements, which would require a large-scale subject 
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study and careful control of parameters such as refractive error and axial eye length. 

Additionally, determination of the oblique angle of the HFL arrangement, non-directionality 

of OPL, and beam angle of incidence would also be required before anatomically accurate 

HFL + OPL measurements can be derived from OCT images. Instead, our goal was to 

describe a novel system that may increase efficiency and repeatability of such studies. The 

simplicity of pupil tracking and incorporation of a tracking scanner makes our approach 

readily compatible with conventional OCT retinal scanners. 

To generate thickness maps, we employed our previously published segmentation 

algorithm that was designed to segment OPL without considering OCT signal contribution 

from HLF. When HFL is visible, continuous intensity between HFL and OPL makes 

individual segmentation of the layers impossible. Varying HFL intensity in the OCT B-scans 

sometimes necessitated manual correction of the segmentation. We chose to report HFL + 

OPL thickness because the entire complex was well visualized and segmented at specific 

pupil entry positions. Alternatively, ONL, and individual HFL and OPL thickness can be 

derived from our HFL + OPL complex thickness measurements. 

Due to the physical separation between the orthogonal imaging scanning mirrors (IS in 

Fig. 3(A)) in conventional retinal point-imaging systems, the scan pivot is not exactly 

conjugate to the pupil plane, resulting in small lateral beam displacements at the pupil plane 

during scanning. These displacements, termed beam wandering, are primarily a concern in 

adaptive optics retinal imaging for which accurate wavefront measurements at the pupil plane 

are necessary for aberration compensation [26]. Beam wandering is also a common problem 

in OCT retinal commercial and research-grade scanners but is often overlooked as long as 

image quality is adequate. In our system, beam wandering may result in slight uncertainty of 

the pupil entry position only during volumetric image acquisition. We propose two 

alternatives to mitigate beam wandering. First, a second afocal telescope could be used to 

image the two scanning mirrors onto the same plane. Second, since beam wandering is 

repeatable for a given scan pattern, it could be corrected by using the tracking mirror to offset 

the beam back to the desired position. 

Because the tracking mirror is conjugate to the retinal plane, any optical imperfections on 

the mirror surface may appear as artifacts in the OCT images. Although we did not observe 

such artifacts, these may potentially be subtracted from the acquired images since they are 

static in the OCT image plane. 

5. Conclusion 

We have presented an automated method for controlling the pupil entry position in retinal 

OCT by utilizing pupil tracking in conjunction with a 2D fast steering mirror placed conjugate 

to the retinal plane. Our pupil tracking OCT system prevented lateral motion artifacts and 

vignetting from obscuring the desired pupil entry location and enabled precise pupil entry 

positioning and therefore control of the illumination angle of incidence at the retinal plane. 

We were able to image HFL directly using controlled and repeatable pupil entry positions that 

allowed identification of HFL + OPL, and anatomically correct OPL and ONL. Lastly, we 

produced HFL + OPL thickness measurements generated from OCT volumes acquired at 

different pupil entry positions. Our system may facilitate studies concerning retinal structures 

that are sensitive to varying illumination angles. 
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