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Computational Tool
MDN: A Web Portal for Network Analysis of Molecular Dynamics
Simulations
Andre A. S. T. Ribeiro1 and Vanessa Ortiz1,*
1Department of Chemical Engineering, Columbia University, New York, New York
ABSTRACT We introduce a web portal that employs network theory for the analysis of trajectories from molecular dynamics
simulations. Users can create protein energy networks following methodology previously introduced by our group, and can iden-
tify residues that are important for signal propagation, as well as measure the efficiency of signal propagation by calculating the
network coupling. This tool, called MDN, was used to characterize signal propagation in Escherichia coli heat-shock protein
70-kDa. Two variants of this protein experimentally shown to be allosterically active exhibit higher network coupling relative
to that of two inactive variants. In addition, calculations of partial coupling suggest that this quantity could be used as part of
the criteria to determine pocket druggability in drug discovery studies.
INTRODUCTION
Computer simulations have become a widely used tool to
explore the behavior of molecular systems. Great advances
have been achieved in the last decade, and improvements in
both software and hardware allow for calculations of ever-
increasing length and complexity to be performed (1,2).
However, performing a simulation is arguably the least
interesting and complex part of a computational study of a
molecular system. The raw output of such simulations is
typically a trajectory file, which contains 3D coordinates
for all the atoms in the simulation box, for different confor-
mations explored by the system during the course of the
simulation. For simulations of biomolecular systems, the
number of atoms (~105 � 107) coupled to the significant
sampling requirements (~107 � 1010 simulation steps)
lead to an enormous amount of high-dimensional data
output that needs to be analyzed. This analysis step is thus
the core of the investigation itself. Provided the simulations
were carried out appropriately, it is the analysis of these data
that will determine the quality of the resulting scientific
conclusions.

A number of software packages are available for perform-
ing molecular dynamics (MD) simulations of biomolecules.
The most well known are arguably AMBER (3), CHARMM
(4), GROMACS (5), GROMOS (6), and NAMD (7). These
have slightly different functionality and provide their own
set of analysis tools, ranging from simple calculations of
average atomic positions to more complex tasks such as
clustering and principal-component analysis (8).

A particular application that computational studies have
frequently pursued is the investigation of allostery and pro-
tein signaling at the microscopic level (9). A number of
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specialized methods have been proposed to address this
issue (10–15). Another approach that has been widely
used in recent years is to analyze standard MD simulations
with network theory (16–22). This approach involves
modeling the protein as a graph, with residues mapped to
network nodes, thus yielding a coarse-grained representa-
tion of the system. The most important choice that needs
to be made is how to assign the network connections (edges)
and the corresponding weights. This is usually done based
on interresidue distances and correlation coefficients ex-
tracted from MD simulations. We have recently shown
that this approach introduces significant statistical errors
in the analysis, and networks constructed in this way were
not able to identify residues important for signal propaga-
tion in the protein imidazole glycerol phosphate synthase
(21) or discriminate allosterically active mutants of the
lactose repressor protein (22). On the other hand, we showed
that assigning network edges based on interaction energies
extracted from MD simulations can give an accurate
description of signal propagation in proteins (21). In addi-
tion, we introduced a network coupling measure that,
when applied to protein energy networks, was able
to discriminate allosterically active mutants of the lac
repressor protein (22). These analyses were done with a
customized version of the GROMACS software (5), along
with several programs written entirely by our group. Here,
we introduce a web portal that enables the performance of
this type of network analysis in a user-friendly manner.
The portal, called MDN, is available at http://mdn.cheme.
columbia.edu, and it can currently be used to analyze output
from simulations performed with the GROMACS and
NAMD packages. In addition, we present results obtained
by using the server to analyze molecular dynamics simula-
tions of four variants of the Escherichia coli heat-shock pro-
tein 70 kDa (Hsp70) (DnaK). We show that the energetic
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coupling analysis is able to discriminate allosterically active
from inactive mutants, in accordance with previous experi-
mental results. Finally, we calculated partial coupling values
and showed that this quantity can help predict the response
of a protein to drug binding to a specific pocket in the
molecule.
MATERIALS AND METHODS

Software routines for network analysis and server
details

The protocol for the construction of protein energy networks involves the

calculation of a matrix of interresidue interaction energies. This is accom-

plished by reading the trajectory file with the corresponding simulation pro-

gram and calculating the energies without integrating the equations of

motion. The protocol is currently available for the programs GROMACS

(5) and NAMD (7). Here, we will focus on analyzing a simulation per-

formed with GROMACS. Instructions for NAMD users can be found on

the MDN web site. To setup the GROMACS simulation for calculating

interaction energies, energy groups need to be defined and explicitly

included in the GROMACS simulation parameter file (.mdp). However,

the official GROMACS release limits the number of energy groups used

in a single simulation. We made small modifications to the GROMACS

source code to circumvent this limitation, and to only write to disk the final

(average) energies, thus avoiding unnecessary file input/output during post-

processing steps. We made similar modifications to the NAMD source code.

Technical details on the implementation of the analysis tool (program-

ming languages used, data management, etc.) are described in the MDN

documentation, and are available to the public on the MDN web site.
Hsp70 simulations

We performed MD simulations of several variants of DnaK. The crystal

structure of DnaK (23) (Protein Data Bank (PDB) entry 2KHO) was used

as the starting point for the wild-type (WT), D388R, D393R, and K70E sim-

ulations. The mutants were prepared with the software UCSF Chimera (24).

Structures were then solvated with TIP3P water molecules (25) in a trun-

cated octahedral box with minimum distance between the box edges and

any protein atoms set to 10 Å. The AMBER-03 force field was used to

describe the protein systems (26). Long-range electrostatic interactions

were treated with the particle-mesh Ewald method, with a cut-off of

12 Å, whereas van der Waals interactions were switched off between 10

and 12 Å. The systems were minimized with the steepest-descents algo-

rithm, followed by constant-temperature MD simulations at 300 K for

500 ps and equilibration runs at T¼ 300 K and p¼ 1 bar for a further nano-

second. Finally, production runs of 200 ns were performed. Version 4.6.3 of

the GROMACS simulation package (5) was used to perform the simula-

tions. The thermostat of Bussi and co-workers (27) was used to maintain

the temperature of the systems, and pressure control was achieved with

the Parrinello-Rahman algorithm (28). An integration time step of 2 fs

was used in the MD simulations, with bond lengths of protein and water

molecules constrained with the LINCS (29) and SETTLE (30) algorithms,

respectively.
RESULTS AND DISCUSSION

Available types of analysis

The basic input for MDN consists of a trajectory file, as well
as the files used for generating the simulation input. These
are processed to construct the network topology and extract
the interaction energies to assign network edges, following
methodology previously introduced (21). Briefly, weights
uij are assigned to different residue pairs as follows:

uij ¼
�
ub; if i and j are covalently bound
cij; otherwise:

(1)

The function cij is evaluated by calculating average interac-

tion energies, eij. We then define cijh0:5� f1� ðeij�
eavÞ=ð5� ermsdÞg, where eav and ermsd are the average and
root mean-square deviation of the distribution of interaction
energies. The parameter ub is set to 0.99, the maximum
weight allowed. The resulting network is analyzed to deter-
mine nodes important for signaling and the efficiency of
signal propagation.

The node betweenness is a measure of network centrality
suitable for determining important nodes for signaling
(21,31). This quantity measures the number of pathways
that go through each node in the network. The Floyd-
Warshall algorithm (32) is used to calculate the shortest
pathways between all pairs of nodes specified by the user,
and the resulting node betweenness and normalized node
betweenness, h, are calculated according to the methods
of Ribeiro and Ortiz (21).

The network coupling, recently introduced by our group
(22), is a measure of the efficiency of signal propagation
through the network. It uses a network efficiency measure
previously introduced by Latora and Marchiori (33):

eh
1

NðN � 1Þ
X
isj

1

dij
; (2)

where N is the number of nodes and dij is the minimum-path

distance between nodes i and j. The network coupling is
then determined by using Eq. 2 to calculate the efficiencies
of the constructed network and of the corresponding ideal
network (22):

Coupling ¼ e

eideal
(3)

The ideal network uses the pathways calculated for the

analyzed network but gives maximum weight to all edges
along these pathways (22). We note that Eq. 3 can also be
used to calculate partial energetic coupling values between
different regions of the network by summing only over the
pathways connecting the corresponding groups of nodes.
Job registration and file upload

The start page of MDN exhibits a registration form in which
the name and email of the user should be provided. A veri-
fication email is sent to the user, who can then choose the
simulation package and start to set up the analysis job.
Before network construction can be attempted, a number
of files need to be uploaded to the server.
Biophysical Journal 109(6) 1110–1116
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The files needed for analyzing a simulation performed
with GROMACS are the trajectory file (.xtc, .trr, .gro,
or .pdb), and all files used to set up the simulation with
the grompp tool. These include the input configuration file
(.gro), the simulation parameter file (.mdp), the index file
(.ndx), and the system topology file (.top). The topology
file usually reads auxiliary .itp files if there is more than
one biomolecule in the system. MDN reads the topology
file and asks for the upload of the corresponding auxiliary
files. After all necessary files are uploaded, the server
checks them for consistency and provides a short summary
of the system, as can be seen in Fig. 1 for the DnaK test case.
We note that MDN enforces a maximum size for file up-
loads, currently set to 100 MB. Users may remove solvent
molecules from their trajectories before upload, resulting
in significantly reduced file sizes. Instructions on how to
accomplish this task can be found in the MDN documenta-
tion. We also note that this method was found to be very
robust with regard to structural fluctuations (21), and the
user should be able to upload a trajectory file containing a
relatively small number of frames, provided no major
conformational changes are observed.
FIGURE 1 Short system summary after completed file upload for the

DnaK test case.

Biophysical Journal 109(6) 1110–1116
Network setup

After completing the file upload, the user can set up the
network. The standard approach is to construct the network
at the residue level, with each network node representing
one residue, as specified in the user-provided topology.
The user may also employ custom node definitions, as out-
lined below.

The GROMACS index file (.ndx) uploaded by the user is
used to define the network. This file lists groups of atoms,
such as all protein atoms or all atoms belonging to a given
domain. The user can create custom groups with the
GROMACS tool make_ndx. MDN reads the index file and
checks groups that can be used to create a network, with
the requirement that the group contains all the atoms of a
given residue if any of these atoms is listed. A typical group
choice for network construction is shown in Fig. 2 A, in
which the entire protein for the DnaK test case is used to
create the network, thus generating 600 nodes. The user is
also able to construct smaller networks, including only
residues belonging to a specific domain. This is shown in
Fig. 2 B, where a subset of protein residues (the group
FIGURE 2 Network setup for the DnaK test case. (A) Network construc-

tion for group Protein (600 nodes). (B) Network construction for group SBD

(108 nodes).
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representing the substrate-binding domain (SBD) of DnaK)
is used to construct the network, thus generating 108 nodes.
We note that choosing a specific group will result in a
network constructed by splitting the group over its constitu-
ent residues. The user may also choose to upload an index
file with custom node definitions, in which case the only
group available for selection will be named SPECIFIED_
NODES. Instructions for using custom node definitions
can be found in the MDN documentation.

We note that calculating the interaction energies from the
uploaded trajectories is the most demanding step of the
entire protocol. Depending on the number of trajectory
frames and the complexity of the molecular system and its
interactions, this step may take 5 min or longer. The user
is able to follow the overall progress.
FIGURE 3 Selecting nodes for pathway calculation for the DnaK test

case. A) Example showing group choice that leads to all pathways for the

group called Protein being calculated. B) Example showing choice that

leads to pathways between two non-overlapping groups (SBD and NBD)

being calculated.
Choosing pathways

The analysis of network properties depends on the network
topology and the subset of possible pathways that is
analyzed. A network containing N nodes has N(N � 1)/2
pairs of nodes, each giving rise to a pathway. MDN lets
the user choose whether all these pathways should be calcu-
lated and analyzed. This is again accomplished through the
index file, and a group is allowed if it is a subset of the group
used for network construction. It should be noted that the
same input index (.ndx) file used to define the nodes (see
previous section) will be used here to define the groups of
nodes that will be considered for calculation of the path-
ways. Therefore, the user should decide on these groups at
the moment he/she is making the index file.

A typical choice for pathway calculation is shown in
Fig. 3 A, where all pathways for the network containing
the entire protein are calculated (179,700 pathways).
Fig. 3 B is an example where two nonoverlapping regions
of the network are selected for analysis. In this case, path-
ways between groups SBD (108 nodes) and the nucleo-
tide-binding domain (NBD) (380 nodes) are calculated,
yielding a total of 74,860 pathways.
Output

Once all the information described above is specified, the
program performs the energy network analysis and the
user can download a zip file containing several analysis
output files. A text file containing node betweenness and
normalized node betweenness h values for each network
node is given. The same information is also given in a file
listing every atom belonging to residues represented in the
network. A Python script, which is also included, can be
used to generate a PDB file containing this information in
the occupancy field. This allows the user visualization of
the node betweenness using any of the biomolecular visual-
ization programs available. Information about the global
network coupling, as well as partial network coupling,
values between different groups listed in the index file is
given in another file. Finally, files containing information
about the coupling between each node of the network and
the groups listed in the index file are provided. Each of these
files lists every atom belonging to residues represented in
the network, along with the coupling value of the corre-
sponding node. These files can be used to generate maps
showing the energetic coupling to a specific region over
the entire structure of the molecular system.

In the next sections, we outline the usage of MDN to
analyze molecular dynamics simulations of the WT and
three mutants of DnaK.
Application to analysis of Hsp70 variants

The Hsp70 chaperones are essential for protein transport
and folding and have been shown to be the most conserved
proteins in all organisms (34,35). They are essential for cell
survival, as they help cells withstand stresses by helping
unfolded/misfolded proteins fold properly. For this reason,
inhibition of Hsp70 activity has been suggested as a treat-
ment for cancer (36) and Alzheimer’s disease (37). The
DnaK structure, shown in Fig. 4, has three domains: the
NBD, the SBD, and an a-helical C-terminal domain. This
is an important example of an allosteric system, as ATP
binding at the NBD triggers substrate release at the SBD,
thus involving communication over a distance of 50 Å. In
addition, motivation to understand allosteric signaling in
Hsp70 comes from the idea that in designing inhibitors of
Hsp70 function, allosteric drugs might offer higher selec-
tivity than drugs designed to bind to the molecule’s primary
binding sites (34).
Biophysical Journal 109(6) 1110–1116



FIGURE 4 DnaK structure (PDB 2KHO). (A) Visualization of the three domains: the NBD (magenta), the SBD (green), and the C-terminal domain

(yellow). The NBD-SBD linker is colored in black. Residues K70, D388, and D393 are shown as spheres. (B) Visualization of the five pockets

identified by Rodina and co-workers (40). Residues lining the pockets are represented as spheres colored according to the color code. To see this figure

in color, go online.
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Experimental attempts to characterize the sources of
Hsp70 activity have shown that certain single-point muta-
tions can affect both ATP binding and interdomain commu-
nication, leading to inactive Hsp70 mutants. We have
performed MD simulations of four experimentally studied
DnaK variants: WT, D388R and D393R (38), and K70E
(39). The WTand D388R variants were shown to be alloste-
rically active, whereas the remaining variants are inactive. It
is particularly interesting to note that the mutation from Asp
to Arg at position 388 does not suppress allosteric activity,
whereas the opposite is true at position 393. Both residues
are part of the linker that connects the NBD with the SBD
(Fig. 4, black).

MDN was used to calculate the partial network energetic
coupling between each amino acid residue in the NBD and
the entire SBD. Fig. 5 shows the results, with each residue in
the NBD colored according to the corresponding coupling
value. It can be seen that the coupling values are higher
for the two active proteins, WT and D388R.

A recent publication by Rodina and co-workers (40) re-
ported on a potential Hsp70 inhibitor found by designing
a drug that would fit to a cavity found in the protein by using
software called SiteMap. This software finds cavities in the
molecule and uses local information (size, hydrophobicity,
etc.) to determine their druggability, a measure of the prob-
ability that the drug will bind to a cavity (41). However,
because it does not consider the global response of the pro-
tein to the binding of a drug to a particular cavity, the soft-
ware cannot make predictions on the probability that the
drug will exert the desired effect on the molecule (which,
in the case of Hsp70, is to block the allosteric communica-
tion between the domains). In the work of Rodina and co-
workers, Sitemap was used to identify the five most
druggable pockets in Hsp70 (Fig. 4 B), and the authors
then picked one pocket based on considerations of size
and hydrophobicity and performed experiments to check
that the drug binds to Hsp70 and to test for Hsp70 inhibition.

We calculated the energetic coupling between the resi-
dues that line each of the five pockets (P.D. Pattel, Memorial
Sloan-Kettering Cancer Center and St. John’s University,
personal communication, 2014) and the other domain of
Biophysical Journal 109(6) 1110–1116
Hsp70 (i.e., if the pocket was in the NBD, we would calcu-
late its coupling with the SBD, and vice versa). Table 1
shows the values obtained. Pockets 1 and 4 show the best
communication with the other domain. Of these, pocket 4
is a small cavity, whereas pocket 1, chosen by the investiga-
tors, shows good communication with the SBD domain
(0.64) and is a large cavity, so we would also have chosen
pocket 1 for the target site. This suggests that energetic
coupling could offer some predictive power over the
response the molecule will have to binding of a small mole-
cule to one of its cavities, before going into the experimental
validation phase.
CONCLUSIONS

We have built an online tool, called MDN (http://mdn.
cheme.columbia.edu), that allows the application of
energy-based network theory to the analysis of molecular
dynamics trajectories of proteins, for the characterization
of allosteric signaling pathways. The tool employs a method
recently published by our group (21), which assigns network
edge weights based on the strength of energetic interaction
between residues (used to define the network nodes).
MDN provides an interface that allows the user to upload
all the necessary data, as well as define the groups of resi-
dues that are to be considered in the analysis. Its output in-
cludes values for the node betweeness (21) (a measure of the
importance of a residue for efficient signal propagation in a
protein), and the energetic coupling (22) (a measure of effi-
ciency of signal propagation in a protein network). MDN
can be used to analyze output from simulations performed
with GROMACS and NAMD, and future improvements
will include support for additional simulation packages.

We used MDN to characterize allosteric signaling in
the WT and three mutants of DnaK. Our calculations of
energetic coupling between the NBD and the SBD in
DnaK correlate well with experimental results. Two allo-
sterically active mutants showed high values for the ener-
getic coupling, whereas two allostericaly inactive mutants
showed lower values of this quantity. In addition, a pocket
recently used to design an allosteric inhibitor for Hsp70

http://mdn.cheme.columbia.edu
http://mdn.cheme.columbia.edu


FIGURE 5 Maps of energetic coupling for DnaK WT and for mutants

experimentally found to be allosterically active (D388R) or inactive

(D393R and K70E). Each amino acid in the NBD is colored according to

the energetic coupling calculated between that amino acid and all amino

acids forming the SBD (green). To see this figure in color, go online.
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also showed high values of energetic coupling. This sug-
gests that energetic coupling could be used as a measure
of druggability of a pocket to predict the response of the pro-
tein to drug binding before going into the (more expensive)
experimental validation phase.
TABLE 1 Partial energetic couplings between residues

surrounding each pocket and the other domain of Hsp70

Pocket 1 2 3 4 5

Domain SBD SBD NBD NBD SBD

Coupling 0.64 0.42 0.43 0.66 0.36

50.05 50.06 50.08 50.05 50.06
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