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Each person’s genome sequence has thousands of missense vari-
ants. Practical interpretation of their functional significance must
rely on computational inferences in the absence of exhaustive
experimental measurements. Here we analyzed the efficacy of
these inferences in 33 de novo missense mutations revealed by
sequencing in first-generation progeny of N-ethyl-N-nitrosourea–
treated mice, involving 23 essential immune system genes. Poly-
Phen2, SIFT, MutationAssessor, Panther, CADD, and Condel were
used to predict each mutation’s functional importance, whereas
the actual effect was measured by breeding and testing homozy-
gotes for the expected in vivo loss-of-function phenotype. Only
20% of mutations predicted to be deleterious by PolyPhen2 (and
15% by CADD) showed a discernible phenotype in individual ho-
mozygotes. Half of all possible missense mutations in the same
23 immune genes were predicted to be deleterious, and most of
these appear to become subject to purifying selection because few
persist between separate mouse substrains, rodents, or primates.
Because defects in immune genes could be phenotypically masked
in vivo by compensation and environment, we compared infere-
nces by the same tools with the in vitro phenotype of all 2,314
possible missense variants in TP53; 42% of mutations predicted by
PolyPhen2 to be deleterious (and 45% by CADD) had little measur-
able consequence for TP53-promoted transcription. We conclude
that for de novo or low-frequency missense mutations found by
genome sequencing, half those inferred as deleterious correspond
to nearly neutral mutations that have little impact on the clinical
phenotype of individual cases but will nevertheless become sub-
ject to purifying selection.
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The genome sequence of any particular person contains ex-
tensive protein-altering genetic variation and de novo point

mutations (1), of which only a minority are unambiguously dele-
terious and introduce premature stop codons or disrupt normal
mRNA splicing. When considering a person with a suspected
genetic illness, the first clinical question is whether any of the
mutations identified in their genome sequence involve essential
genes whose disruption is known to cause a phenotype resembling
that of the patient in question. The most numerous class of pro-
tein-altering mutations is missense mutations, where a single co-
don is altered to encode a different amino acid. On average, 2% of
people carry a missense mutation in any given gene (2). Hence, by
chance, missense mutations will often be found in genes that are
seemingly relevant to a person’s disease phenotype, and the next
key clinical question is whether or not these substitutions alter the
function of the corresponding protein. Short of mutational studies
of all possible amino acid substitutions coupled with comprehen-
sive functional assays, the sheer number and diversity of missense
mutations present in each person’s genome means that their
functional importance must presently be addressed primarily by
computational inference.

Many tools now exist that use diverse information to make in-
ferences of the functional importance of single amino acid sub-
stitutions (3, 4). The majority of better-performing tools use a
protein multiple sequence alignment and judge the importance of
residues depending on their conservation across available ho-
mologous sequences. Notably, these tools are sensitive to the
sequence choice in the input alignment (5). Some examples of
commonly used tools that use a sequence conservation approach,
with diverse methods to calculate conservation, are SIFT (6),
MutationAssessor (7), MAPP (8), AlignGVGD (9), PANTHER
(10), and GERP (11). Protein structural information is also in-
cluded in other tools to judge whether an amino acid substitution
may importantly alter protein stability or catalysis, but few com-
monly used tools rely just on these data alone (3).
The widely used PolyPhen2 and CADD tools (12, 13) integrate

a number of different information sources, including sequence-
and structure-based features (and in the case of CADD, the re-
sults of other tools), and use a machine learning approach to
categorize variants as benign or deleterious. It is worth noting that
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inference tools that integrate diverse information, such as PolyPhen2
and SNAP (14), do not necessarily have efficacy better than sim-
pler tools (3). Interestingly, there is further utility in integrating the
predictions of individual methods (15), even those that are very
similar or that already integrate wide ranges of information, po-
tentially due to minimization of outlier effects.
Functional inferences of the severity of protein disruption only

weakly predict disease incidence, disease severity, or clinical
outcome. For example, functional inferences of missense vari-
ants in the cystic fibrosis gene, CFTR, are not well correlated
with disease incidence or severity (16). Similarly, the functional
inference of mutation severity in the tumor suppressor gene,
TP53, does not correlate significantly with patient clinical out-
come (17). An emerging consensus has formed that functional
inference scores lack the sensitivity and specificity for their
clinical use (18–20). The human genome of any particular indi-
vidual likely contains many apparently unambiguous disease-
associated variants (1), and these very often occur in people without
symptoms (21). Variable penetrance is most frequently cited to
explain the presence of deleterious variants in asymptomatic in-
dividuals, although a prevalent viewpoint is that functional in-
ference tools overcall pathogenic variants (22). Most validation of
the various predictive algorithms have used test sets of selected
mutations that are known or likely to be disease causing (such as
recurrent mutations inferred to be driver mutations in cancer) and
likely to be benign (such as germ-line polymorphisms present at
high frequency in the human population). What remains to be
tested, in essential genes that produce a clear mutant phenotype,
is how often do predicted deleterious variants produce the ex-
pected mutant phenotype? This question sidesteps the thicket of
variable penetrance issues and allows direct appraisal of whether
functional inferences accurately predict disruption of the gene/
protein in question.
Here we addressed this question by breeding to homozygosity

and phenotyping mice with 1 of 33 potentially disruptive de novo
point mutations residing in 23 essential immune system genes.
Should a mutation disrupt the function of the gene in which it
occurs, we expected to observe a previously characterized im-
mune system phenotype specific to that gene. We found that only
4 of 20 missense mutations predicted to be “probably damaging”
or “possibly damaging” by PolyPhen2 produced the expected
mutant phenotype. This apparent overcalling of deleterious vari-
ants by computational tools was not simply due to masking of
immune defects in vivo, because when the algorithms were com-
pared with systematic in vitro phenotyping of all possible missense
mutations in TP53, only half of the mutations predicted to be
deleterious caused a clear reduction of transcription-enhancing
activity. Interestingly, the large set of apparent false-positive TP53
inferences has a mean distribution of measured transcriptional
activities that is 14.2% lower than the set of TP53 mutations
predicted to be benign, consistent with population genetics
models that predict a large class of nearly neutral mutations. We
present evidence that the apparent overcalling of deleterious mu-
tations by functional inference tools is not a failure of the inference
tools per se, but elucidates a critical gap between these inferences
and our understanding of how mutations yield phenotypes mea-
sured in individuals as opposed to small differences in fecundity
compounded over hundreds of generations in large populations of
competing individuals.

Results
Identification of Induced De Novo Mutations in Essential Immune
Genes. To identify large numbers of de novo point mutations
that have yet to be subject to phenotypic selection, we previously
developed a system to exome sequence and accurately identify
single nucleotide, protein-altering variants in the progeny of
C57BL/6 laboratory mice exposed to the spermatogonial point-
mutagen N-ethyl-N-nitrosourea (ENU) (23). As part of a larger

project aimed at producing an ENU-induced mouse mutant for
each gene in the mouse genome, we developed a resource of mice
with identified mutations and corresponding exome sequence data
(databases.apf.edu.au/mutations and mutagenetix.org/incidental/
incidental_list.cfm). First generation (G1) offspring from male
mice treated with ENU have a mean of 45 nonsynonymous de
novo mutations (23), although the functional effect of each mu-
tation is largely unknown. Mutations induced by exposure to ENU
are likely to have diverse functional consequences, from benign to
severely deleterious. This diversity replicates that of spontaneous
nonsynonymous de novo mutations that arise in humans at an
average rate of 0.75 mutations per child (24). It is also likely to
replicate the functional spectrum of inherited nonsynonymous
variants in recessive genes that occur at frequencies below 1% in
the human population.
To gain an understanding of the functional effects of these

phenotypically unselected point mutations, we propagated 33
mutations within 23 genes and bred mouse pedigrees to bring
these to homozygosity. Mutations were propagated if they pro-
duced a nonsynonymous alteration in genes that, when rendered
null, were already known to cause a fully penetrant, well-charac-
terized phenotype in the mouse immune system that was readily
detectable by flow cytometry of peripheral blood lymphocytes
(details of these genes and the expected phenotypes are given
in Table S1). Loss-of-function mutations in 11 of the 23
studied genes (BTK, DCLRE1C, DOCK8, IL2RA, IL7R, JAK3,
LIG4, PRKDC, PTPRC, RAG1, and RAG2) are also already
known to cause human immune deficiency with Mendelian
inheritance.

Mouse-Specific Calculation of Mutation Functional Impact. The ma-
jority of tools that infer the functional consequences of missense
sequence variants are understandably built to analyze human
sequence data. By default, the inferences made with these tools
for model organisms, such as the mouse, using human-specific
data sources are inherently of lower and mixed accuracy. We
substituted the internal data sources within PolyPhen2 to pro-
duce mouse-specific values (see Materials and Methods for de-
tails). Table S2 shows PolyPhen2 values for the 33 de novo
mutations in immune genes, calculated using both human- and
mouse-specific implementations, and human inferences for the
mouse mutations made with CADD. Although the mouse- and
human-specific PolyPhen2 values are generally well correlated,
several values cannot be calculated in humans due to lack of con-
servation between mouse and human amino acids at the position
in question (which is also a limitation when calculating CADD
scores for mouse mutant orthologs from human sequence infor-
mation). Of the values that can be calculated, several PolyPhen2
values change between deleterious and benign categories (Il7r,
Lig4, Rasgrp1, and Tnfaip3) depending on the species of database
used. Human-specific PolyPhen2 and CADD scores are also
highly similar.
We also calculated functional impact inferences using the

sequence homology-based methods SIFT (6) GERP (11),
MutationAssessor (7), and PANTHER (10), using mouse input
sequences (Table 1 and Table S3) and generated weighted av-
erage scores from these diverse measures using Condel (15).
Table 1 shows that the functional inference scores for each of the
de novo mutations are generally in agreement. There are small
differences between functional inference tools regarding the
deleterious/benign cutoff used by each different tool, but these
are not a predominant feature of the data (Table S3). Occasion-
ally, a single tool produces a discordant inference to the other tools,
such as the benign call by PolyPhen2 of the Ptpn6 variant at
chr6:124682374. Potentially one tool is making a better call than
each of the other tools, although as Condel validation shows, re-
moval of these outlier functional inferences improves the accu-
racy of the inferences overall (15).
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In Vivo Phenotypic Consequences of Nonsense and Missense Mutants.
For each mutation, heterozygous G1 animals were bred with
unrelated mice and heterozygous mutant offspring identified by
allele-specific genotyping. These mutant offspring were inter-
crossed to yield third-generation (G3) offspring, of which 25%
were expected to be homozygous for the mutation. Peripheral
blood, or the spleen when necessary for particular mutants (e.g.,
Dock8), was collected from homozygous mice, and leukocyte
subsets were analyzed by flow cytometry. A panel of antibodies
was used for flow cytometry capable of detecting abnormalities
in lymphocyte subsets that characterize mice with well-defined,
homozygous loss-of-function mutations in each of the 23 genes
(Table S1). Particular attention was also paid to the detection of
subtle hypo- and hypermorphic alterations within the lymphocyte
subsets as detectable by flow cytometry of blood samples, such as
the compensating shift toward the CD44hi subset of T cells that
occurs when thymic T-cell output or peripheral T-cell survival is
subtly decreased. We nevertheless recognize that these in vivo
phenotyping tests may fail to detect some hypomorphic alleles
due to compensating processes in the immune system and lack of

exposure to pathogenic microbes in the environment where these
mice were raised.
Three of the 33 de novo mutations taken to homozygosity in-

troduced premature stop codons, two in Dock8 and one in Dclre1c
(also called Artemis), and all three resulted in the expected im-
mune system in vivo blood cell phenotype (Table 1). Introduction
of a premature stop codon is rarely ambiguous because these
eliminate a portion of the protein and often cause the transcript
to be degraded by nonsense-mediated decay unless the pre-
mature stop codon occurs within 55 nucleotides 5′ to the ter-
minal intron (25). All three of the nonsense mutations studied
here bear this out.
By contrast with the nonsense mutations, only 4 of 30 missense

variants (13%, in Btk, Ets1, Il7r, and Rag1) screened for an ex-
pected gene-specific loss-of-function blood cell phenotype had
a detectable change in the expected lymphocyte subpopulations
relative to WT mice analyzed in parallel (Table 1). This result is
consistent with previous evidence comparing the frequency of
overt null mutations to missense mutations in sets of unpheno-
typed incidental ENU mutations to sets of ENU mutations

Table 1. Predicted and observed effect of unselected de novo ENU mutations in 23 essential immune genes

Gene
symbol

Num hom
tested

Mut phen
obs?

UniProt
identifier

AA
change

Polyphen
category

Polyphen
score

SIFT
cat.

GERP
score*

Mut
Assessor cat.

PANTH
subPSEC†

Condel
cat.

CADD
Phred-like
score‡

Dclre1c 3 Yes Q8K4J0 L95Stop
Dock8 1 Yes Q8C147 R1630Stop
Dock8 3 Yes Q8C147 F1885Stop
Ets1 4 Yes P27577 P334L Prob. Dam. 1 Del. 3.97 Medium −2.3993 Del. 19.09
Hnrnpl 5 No Q8R081 A118D Prob. Dam. 1 Del. 3.74 Medium −4.06474 Del. 22
Tnfaip3 3 No Q60769 F394S Prob. Dam. 1 Del. 3.27 Medium § Del. 16.78
Satb1 2 No Q60611 V99A Prob. Dam. 0.999 Toler. Low −4.11365 Neutral 20.7
Btk 3 Yes P35991 Y152H Prob. Dam. 0.998 Del. 3.91 Low −2.39271 Del. 27
Prkdc 8 No P97313 D382G Prob. Dam. 0.997 Del. 3.91 Medium −3.61416 Del. 23.6
Il7r 3 Yes P16872 T56P Prob. Dam. 0.985 Del. 2.92 Low § Del. 12.47
Lig4 4 No Q8BTF7 Y335C Prob. Dam. 0.985 Del. 2.32 § 25.7
Itch 1 No Q8C863 H563L Prob. Dam. 0.972 Del. 3.61 Medium −3.98029 Del. 21.5
Tbx21 7 No Q9JKD8 E481A Prob. Dam. 0.971 Toler. 3.22 Low −0.97263 Neutral 15.79
Prkdc 4 No P97313 I1010T Poss. Dam. 0.935 Del. 3.17 Medium −1.55087 Del. 25.9
Bcl2 3 No Q4VBF6 T175A Poss. Dam. 0.924 Toler. 3.04 Neutral −2.00435 Neutral 14.68
Dock8 5 No Q8C147 N1567Y Poss. Dam. 0.904 Del. 3.66 Medium −4.15438 Del. 26
Dock8 5 No Q8C147 K26E Poss. Dam. 0.894 Del. 3.92 Low § Del. ¶

Rag1 1 Yes P15919 E803G Poss. Dam. 0.879 Del. 3.83 High −2.75501 Del. 29.2
Il2ra 2 No P01590 V230A Poss. Dam. 0.763 Del. 1.89 Low −2.25488 Del. ¶

Rasgrp1 4 No Q9Z1S3 K659R Poss. Dam. 0.712 Toler. 3.49 Low −1.80793 Neutral 22.2
Jak3 2 No Q62137 I663V Poss. Dam. 0.705 Del. Low −3.23261 Del. jj

Cd74 1 No P04441 I203F Poss. Dam. 0.434 Toler. −2.02 Medium −2.04615 Neutral 17.91
Prkdc 5 No P97313 V3389L Benign 0.346 Toler. 3.73 Medium § Neutral 21.5
Ptprc 3 No P06800 K921R Benign 0.322 Toler. 2.64 Low −0.99775 Neutral 21.9
Rag2 2 No P21784 D424G Benign 0.151 Toler. 3.51 Medium −2.32166 Neutral ¶

Prkdc 2 No P97313 Y2044F Benign 0.097 Toler. 3.35 Medium −2.36465 Neutral 13.5
Tnfaip3 1 No Q60769 K41E Benign 0.049 Toler. Neutral −0.78466 Neutral 22.3
Ptpn6 4 No P29351 D90E Benign 0.015 Del. −5.96 Medium § Neutral 12.48
Lig4 1 No Q8BTF7 N158K Benign 0.013 Toler. −0.667 § 15.95
Prkdc 3 No P97313 V3589A Benign 0.007 Toler. −1.75 Low −1.69134 Neutral jj

Dock8 4 No Q8C147 T1748A Benign 0.001 Toler. 2.51 Neutral −1.77255 Neutral 14.89
Cd22 1 No Q3UP36 M157V Benign 0 Toler. 2.65 Neutral −0.93903 Neutral ¶

Itpkb 2 No B2RXC2 L228P Benign 0 Toler. −1.04 Neutral § Neutral ¶

AA, amino acid; cat., category; Del., deleterious; Mut Assessor cat., MutationAssessor category; Mut phen obs?, mutant phenotype observed?; Num hom,
number of homozygotes; Poss. Dam., possibly damaging; Prob. Dam., probably damaging; Toler., tolerated.
*Larger GERP scores denote variants more likely to be deleterious.
†Smaller subPSEC scores denote increasingly deleterious variants.
‡Phred-like scores calculated using coordinates of mouse mutation lifted over to the orthologous human protein.
§Missing values were not contained in the alignment created by the HMM.
¶Mouse and human orthologs have a different amino acid at the variant site.
jjAbsent in GRCh37.
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known to cause a mouse phenotype, where it was estimated that
only 21% of missense mutations cause a measurable individual
phenotype (26). Of the four missense mutations here that pro-
duced a phenotype, three (Btk, Ets1, and Il7r) were inferred by
PolyPhen2 to be probably damaging and one (Rag1) as possibly
damaging. One missense variant (Il7r), which produced the
expected mutant phenotype in mice, was predicted to be a benign
change with human-specific PolyPhen2, whereas it was predicted
probably damaging by the mouse-specific calculation (Table S2).
Conversely, none of the 12 missense mutations predicted to be
benign had a measurable blood cell immune phenotype by flow
cytometry. Hence, from this set of tested mutations in essential
immune genes, none of the inference tools appear to generate a
high rate of false-negative calls. In contrast, 10 of the 30 de novo
missense mutations were called as probably damaging by Poly-
phen2, yet only 3 of these (30%) resulted in the expected pheno-
type. A further nine missense mutations were inferred as possibly
damaging, yet only one of these (11%) produced the expected
mutant phenotype. Fifteen mutations received a Polyphen2 score
of 0.85 or greater, yet only 4 of these (27%) were sufficient to
cause a discernable immune cell abnormality in individual ho-
mozygous mice. PolyPhen2 probably damaging predictions ap-
peared the most reliable indicator of a mutant phenotype, although
SIFT predictions (20%) and Condel aggregated predictions (23%)
were of similar utility. Table 1 and Table S2 include Phred-like
scores calculated with the CADD method (13) for each ortholo-
gous human mutation corresponding to each mouse mutation. The
CADD scores correctly prioritized only two of the four mutations
with a measurable in vivo phenotype (Btk and Rag1), assigning
these the highest two scores, whereas the other two received rel-
atively low scores. By contrast, Polyphen2 correctly predicted all
four as probably damaging. CADD assigned a score of greater than
20 to 13 missense mutations, yet only 2 of these (15%) had a
measurable phenotype. Thus, use of CADD did not improve the
prediction of in vivo immune cell phenotypes.

Functional Inferences for All Potential Mutations in 23 Immune Genes.
The disparity between the predicted and observed effects of the
missense mutations above led us to ask what the range of func-
tional inferences was like for all possible missense mutations in
the same set of essential immune genes. We determined the
exhaustive set of all 89,887 possible single missense mutations in
the 23 essential immune system genes studied above and calcu-
lated their PolyPhen2 scores (labeled All possible in Fig. 1).
These potential mutations produce a characteristic “hourglass”
shape previously observed (23) where the range of Polyphen2
scores is concentrated toward being either deleterious or benign
and less likely to be of intermediate effect. Half of all potential
missense variants in these genes receive a PolyPhen2 score
greater than 0.85.
As opposed to all possible mutations, we also analyzed all

missense mutations generated by ENU in the same set of 23 es-
sential immune genes but independent of any phenotypic testing.
These ENU-induced mutations were identified by exome se-
quence analysis of 2,081 G1 offspring of ENU-treated C57BL/6
mice and this allowed us to consider the impact of the charac-
teristic T/A → A/T and A/T → C/G substitutions produced by
ENU. Of a total of 136,970 ENU-induced coding variants across
the mouse genome, 388 nonsynonymous variants were identified
in the 23 essential immune genes (ENU observed in Fig. 1). Only
33 of these were bred to homozygosity and tested for in vivo im-
mune phenotypes as described above, and the remaining 355
represent de novo mutations of unknown phenotype. Comparison
of kernel density plots in Fig. 1 between these variant sets in-
dicates that the ENU Observed set tended toward higher Poly-
Phen2 scores than the All Possible set. Restricting the All Possible
set to just T/A → A/T and A/T → C/G substitutions did not
replicate this effect; hence, this appears not to be due to the

characteristic pattern of ENU-induced mutations. The disparity
in sample sizes between these variant sets is large (89,887 All
Possible vs. 246 ENU Observed). Iterative random sampling
(with replacement) of the All Possible variant set to produce a
subset of the same size as the ENU Observed set indicated that
the median PolyPhen2 value of the ENU Observed set is not
significantly higher than the All Possible set at P = 0.02.
For comparison, we also computed Polyphen2 scores for an

independent set of ENU-induced mutations in the same 23 genes,
but representing alleles discovered by phenotype-driven blood cell
screening followed by meiotic mapping and DNA sequencing
(ENU phenotype selected in Fig. 1 and Table S4). These al-
leles were identified using the same flow cytometric panel by
screening peripheral blood samples from thousands of G3 progeny
from hundreds of G1 mice, where the G1 parents had not been
exome sequenced to detect their ENU-induced mutations. When
G3 animals were identified with discernible abnormalities in their
lymphocyte subsets, and these were proven heritable by identifying
the same immune defect in first- or second-degree relatives
from later generations of the same pedigree, exon and exome
sequencing followed by allele-specific genotyping was used to
identify the causative mutation (23, 26). The phenotypically selected
set comprised 19 mutations in 12 of the 23 genes studied here:
Bcl2, Btk, Cd22, Il7r, Jak3, Lig4, Prkdc, Ptpn6, Ptprc, Rasgrp1, Satb1,
and Tnfaip3 (Table S4). Eleven (58%) were missense mutations,

Fig. 1. Spectrum of functional consequences predicted by PolyPhen2 for
different sources of missense variants in 23 essential immune system genes.
PolyPhen2 scores were calculated for the following sets of missense variants:
All possible, the complete set of 89,887 possible amino acid substitutions
caused by single missense changes in the 23 mouse immune system genes
listed in Table 1; ENU observed, 388 mostly unphenotyped, de novo muta-
tions found in the 23 genes by exome sequencing of 2,081 G1 mice; ENU
phenotype selected, mutations in the 23 genes discovered by flow cyto-
metric screening of thousands of G3 offspring of ENU-exposed mice; Mouse-
rat, missense variants between the C57BL/6J mouse and Brown Norway rat
genome sequences; Mouse taxa, missense variants between the four wild-
derived, inbred strains representing Mus spretus, Mus musculus musculus,
Mus musculus domesticus, and Mus musculus castaneus; Mouse Lab strains,
missense variants between the genomes of 14 inbred laboratory mouse
strains; B6 mouse substrains, missense variants between the genomes of
inbred strains C57BL/6J and C57BL/6N; Human-Chimp, missense variants in
the orthologous 23 immune genes between the reference human and
chimpanzee genome; Human variation, missense variants in the same immune
genes detected by population-scale human exome sequencing (36). The bar-
plots in gray indicate the number of variants present in each set. Purple violin
plots are kernel density plots representing the distribution of PolyPhen2 scores
for each variant set. The white dot indicates the median PolyPhen2 value for
each set. The black bars are box-and-whisker plots: thick black bar extends
from the first to the third quartile; thin black lines extend to the lowest and
highest data points within 1.5 times the interquartile range.
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4 (21%) were stop-gain or nonsense mutations (compared with 9%
of unphenotyped mutations in the same genes), and 3 (16%) were
mutations that disrupted exon splice sites. Compared with the dis-
tribution of all possible missense mutations, the PolyPhen2 scores
for phenotypically selected missense mutations were strongly biased
toward higher values: 82% received scores greater than 0.85.

Functional Inference of Rodent Interspecies and Interstrain Variants.
Given the distribution of scores for all possible missense muta-
tions, we next asked what range of PolyPhen2 scores would be
calculated for inherited nonsynonymous variants between mouse
and rat in the same 23 essential immune genes. Alignments of
these mouse genes with orthologous rat genes (27) were obtained
from Ensembl Compara (28), and PolyPhen2 scores were calcu-
lated for all missense variants between the two rodent species,
which have been separate for 12–24 My (29, 30). Individual neu-
trally evolving nucleotide positions within the mouse and rat ge-
nomes have been mutated on average between 0.15 and 0.2 times
since species divergence (27), so it would be expected that be-
tween 9,427 and 12,569 missense variants are likely to have arisen
in the 62.8 Kb of coding sequence within the 23 essential immune
genes during this time. Because the rat sequence comes from
highly inbred individuals of the Brown Norway strain (27), the set
of mouse-rat missense immune gene variants is expected to have
been subject to many intensified generations of purifying selection
to remove deleterious variants. Fig. 1 shows that functional in-
ference scores calculated with PolyPhen2 for mouse-rat variants
were almost exclusively benign. In the small number of cases
where a deleterious prediction was made, investigation of the
orthologous mouse and rat sequences demonstrated that the del-
eterious variants originated from areas of low homology in the
pairwise protein sequence alignment. In the investigated subset
of these low-homology protein regions, it was apparent that the
UniProt reference sequences chosen for the Compara mouse/rat
alignment were not the identical splice form, and the deleterious
substitutions lay within short regions due to alignment of non-
orthologous exons. Even without excluding these seemingly non-
homologous nucleotides and assuming that all variants are
nonrecent and have been subject to extensive purifying selection,
the deleterious overcall rate of PolyPhen2 is still just 4.68%
(deleterious variants/total variants = 40/854 = 0.0468). Similarly,
among other functional inference tools, the rates of deleterious
overcalling were determined: MutationAssessor, 3.30% (25/758 =
0.0330); SIFT, 2.05% (13/634 = 0.0205; excluding low confidence
predictions); PANTHER, 4.44% (15/338 = 0.0444; Pdel > 0.5).
Overall, these tools appear remarkably accurate by this measure,
and these values are likely an overestimate as some of the variants
will be of recent origin or spurious due to local misalignment.
As the likely evolutionary age of a mutation decreases, the

time for purifying selection to occur on deleterious variants is di-
minished and the number of deleterious variants as a proportion of
the total variants is expected to be greater. Much genomic data
exist for mouse strains, especially the recently diverged laboratory
strains ofMus musculus (31, 32). Missense variants between mouse
strains in the 23 immune genes above were collected from the
Sanger Institute mouse genomes resource (31). The divergences
between the four sequenced wild-derived mouse strains, repre-
senting four divergent mouse taxa (Mus spretus, Mus musculus
musculus, Mus musculus domesticus, and Mus musculus castaneus),
are much less than the mouse-rat divergence and are estimated to
be not greater than 1.6 My (for musculus/spretus) (33). Each of the
four sequenced, wild-derived mouse strains has nevertheless un-
dergone many generations of laboratory-based inbreeding before
genome sequencing, potentially exerting strong purifying selection
against deleterious missense mutations that might have arisen since
strain/subspecies divergence. Fig. 1 shows the range of PolyPhen2
scores for 52 missense variants in the 23 essential immune genes
between the mouse subspecies (Mouse Taxa): only 5.7% (3/52) of

those observed between mouse taxa received a PolyPhen2 score
greater than 0.85 compared with 50% of all possible missense
variants in the same immune genes. This result implies that most
amino acid substitutions in the 23 immune genes that receive a
PolyPhen2 score of greater than 0.85 are indeed sufficiently dele-
terious to be removed over many generations by purifying selec-
tion, either during the divergence of wild-mouse strains or during
fixation to homozygosity by laboratory inbreeding.
We extended this analysis to missense variations of very recent

origin that exist between inbred strains of laboratory mice. Be-
tween the 14 Mus musculus laboratory strains for which a full
genome sequence has been obtained (31) 116 missense variants
were identified within the set of 23 essential immune genes. The
divergences between laboratory Mus strains are complicated, but
a large number of the variants identified between strains will be
of much more recent origin than those that exist between Mus
taxa—of the order of a hundred years. The range of PolyPhen2
scores for these variants (Fig. 1, Mouse Lab Strains) includes
12.9% (15/116) with a PolyPhen2 score of 0.85 or greater, rep-
resenting an apparently increased fraction of possibly damaging
or probably damaging variants than the interspecies Mus vari-
ants, but still much lower than the random set of all possible
variants. The range also includes a great many benign variants
that may predate the strain divergences or are evidence for the
effect of purifying selection even over a few hundred genera-
tions, especially during the inbreeding conducted over the last
century to produce these strains. The inbred C57BL/6J and
C57BL/6N substrains have only been genetically separate for
∼220 generations, since 1951 (32), and their genomes have only
32 missense variants in the 23 essential immune genes studied.
Although the number of variants is small and the median score is
benign, these variants will be mostly of very recent origin, and a
higher proportion is computationally inferred to be deleterious
(Fig. 1, B6 Mouse Substrains).

Functional Inference of Human Missense Variants in 23 Immune Genes.
Because missense mutations in many of the immune genes studied
above are already known to cause devastating human immune
deficiency or autoimmune disorders, we performed a parallel set
of analyses of human missense variants in the same genes. Within
these 23 genes, PolyPhen2 scores were calculated for the 84 mis-
sense variants identified between the human reference genome
and the chimpanzee genome sequence (34) [Pan troglodytes; hu-
man-chimp divergence 5–7 Mya (35)]. The range of scores was
similar to those for missense variants between mouse taxa: the
median score being benign (0.001), and only 5.6% (5/84) receiving
a score greater than 0.85 (Fig. 1, Human-Chimp). However, a very
different distribution was observed when we calculated PolyPhen2
scores for the set of all missense variants within these same genes
detected in 6,503 human genomes by exome sequencing (36) (data
release ESP6500SI-V2). The distribution of scores for all observed
human variants was similar to the distribution observed for all
potential missense variants in these immune genes, with approxi-
mately half (987/2,061 = 47.9%) receiving a score of 0.85 or
greater (Fig. 1, Human Variation). Most of these human pop-
ulation variants are likely to be of relatively recent origin, because
those with a minor allele frequency of 5% or greater account for
1.7% (35/2,026) of the total variants. Of these more prevalent and
presumably older missense mutations, only 20% (7/35) have a
PolyPhen2 score >0.85.

Systematic Comparison of Prediction and in Vitro Phenotype for
Mutations in TP53. As noted above, a limitation of the in vivo im-
mune cell phenotyping tests is the potential for clinically signifi-
cant partial loss-of-function mutations to be masked by compen-
sating processes, such as lymphocyte homeostatic expansion to
counter diminished lymphocyte differentiation, and by shielding of
the mice in the laboratory from normal exposure to a wide range of
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pathogens and dietary fluctuations. We therefore sought an in-
dependent approach to compare computational inferences with ex-
perimentally measured effect in a random set of unselected missense
mutations, using experimental testing in vitro by quantitative assays
with the least possibility for compensation or environmental mask-
ing. A comprehensive mutation dataset meeting these criteria exists
for the human tumor suppressor gene and protein, TP53 (also called
p53) (37). Loss-of-function mutations in TP53 are the most frequent
somatic mutation in human cancer and cause highly penetrant im-
mune system cancers when experimentally bred to homozygosity in
the germ line of mice. WT TP53 suppresses tumor development by
blocking cell division and inducing apoptosis, primarily by binding to
defined DNA sequence motifs in numerous target genes and en-
hancing their transcription into mRNA (38). The transcription-
enhancing activity of WT TP53, and each possible single amino
acid substitution arising from single nucleotide mutations, has been
systematically quantified by expressing each mutant in yeast in vitro
and measuring transcription-enhancing activity against different
TP53-binding enhancer sequences from the human TP53 target
genes p21WAF1,MDM2, BAX, 14–3-3σ, p53AIP1, GADD45,NOXA,
and p53R2. Each TP53 target sequence has been inserted into an
enhancerless reporter gene encoding a fluorescent protein (37).
When WT or mutant TP53 was expressed, transcription and mean
accumulation of the fluorescent protein in a population of yeast
cells was measured with a spectrophotometer (37).
We calculated the PolyPhen2 score for all 2,314 potential TP53

missense mutations arising from single nucleotide substitutions
and plotted the score for each mutation against its measured
p21WAF1 transcriptional enhancer activity, the latter normalized to
the activity of WT TP53 (Fig. 2A). The transactivation (TA) assay
results are similar among the differing TP53 target binding se-
quences (Table S5), as are the plots of PolyPhen2 score against TA
activity (Fig. S1). Fig. 2A shows that the set of all possible muta-
tions in the resulting plots cluster into three clear density regions.
In a first cluster, 640 TP53 mutations (31.6%) had TA activity

diminished to less than 50% of WT and received PolyPhen2 scores
of 0.8 or greater. The mutations in this first cluster appear to
represent true-positive (TP) predictions. A second cluster in-
cludes 831 mutations (41.0%) and had good transcriptional ac-
tivity, greater than 50% of WT, and received a PolyPhen2 score
of 0.2 or less. This cluster appears to represent true-negative (TN)
predictions. However, the third clear cluster of 462 mutations
(22.8%) also had WT or near WT TA activity yet received a
PolyPhen2 score of 0.8 or higher. This cluster represents apparent
false-positive (FP) predictions of the effect of missense muta-
tions, and its range of PolyPhen2 scores was comparable to the
TP predictions (Fig. 2A). Of the 1,102 mutations predicted to be
deleterious with score of 0.8 or greater, 42% had good TA ac-
tivity measured in yeast with a reporter carrying the TP53-binding
sequence from p21WAF1. When these 1,102 predicted delete-
rious mutations were tested for activity against TP53-binding se-
quences from other target genes, the fraction that were FP pre-
dictions ranged from 34% for MDM2 sequences to 61% for
P53R2 sequences (Table S5 and Fig. S1). By contrast, false-
negative (FN) predictions, where mutants have less than 50% of
WT TA activity yet are predicted not to be damaging (PolyPhen2 ≤
0.2), accounted for only 93 of the 2,026 mutations (4.6%).
We performed parallel analyses of all possible 2,314 TP53

missense mutations using MutationAssessor and CADD (Fig. 2 B
and C and Tables S6 and S7), yielding a similar clustering of all
possible mutations into three main groups of TN, FP, and TN
predictions. However, unlike PolyPhen2 that produces a simple
bimodal distribution of scores, CADD and MutationAssessor gave
a broader spread of scores, and a trimodal distribution in the case
of CADD. Both of these measures appeared to spread out scores
at the upper end of the deleterious range so that the distribution
of scores for FPs tended to be lower than the range of scores for
TPs. This was especially pronounced for CADD scores: 45% of
mutations with a score of 20 or greater were FP predictions

A B C

D E F

G H I

Fig. 2. Comparison of computationally predicted
damage with experimentally measured activity of
TP53. (A–C) Analysis of all 2,314 amino acid sub-
stitutions in human TP53 that can arise from a single
nucleotide substitution. The transcription-enhancing
activity of each mutant, acting on the p21WAF1 target
sequence in yeast (37), is shown on the y axis nor-
malized to the activity of WT TP53 and multiplied by
100. Predicted damage for each possible mutation is
plotted on the x axis, calculated by (A) PolyPhen2;
(B) MutationAssessor; and (C) CADD. Regions marked
with dashed lines denote true positives (TP), true
negatives (TN), false positives (FP), and false nega-
tives (FN). (D–F) The same analyses performed on
1,191 somatically acquired TP53 missense mutations
from human cancers in the TP53 database. (G–I) The
same analyses of 172 germ-line TP53 missense mu-
tations found by clinical sequencing, primarily per-
formed when the clinical phenotype was consistent
with a germ-line TP53 mutation.
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(retaining at least 50% of WT activity), but only 19.5% of muta-
tions with a score of 30 or greater were FP by the same measure.

Evidence for Nearly Neutral TP53 Mutations. As there are a large
number of unique TP53 mutations in both the FP (CADD
score > 20; TA activity > 50%) and the group of TN mutations
with CADD score < 5 but TA activity > 50%, it was possible to
compare the distribution of transcriptional activity values be-
tween these groups in aggregate (Fig. 3). This comparison showed
that the mean activity of the FP set of mutations was 86% of the
mean activity in the TN set, with the difference being statistically
significant. A smaller difference, although still statistically signifi-
cant, was observed in the groups of TN and FP mutants resolved
by Polyphen2 and MutationAssessor scores (Fig. S2). Hence a
large fraction of mutations predicted to be deleterious by the
various algorithms may not be FP functional inferences with no
actual effect, but instead appear to be nearly neutral mutations of
small effect (39). Fig. 2C also shows that many intermediate points
lie between the CADD TN and FP categories (Phred-like score > 5
and < 20). When these intermediate values are included in the
TN category, this category remains significantly distinct from
the FP category (Fig. S2).
Some apparent FP mutations might have lost some other

function critical for TP53 in human cells not measured in the
yeast assay. To explore this possibility, we prepared comparable
plots for a set of 1,191 distinct amino acid substitutions identified
in human cancers and obtained from the curated TP53 mutation
database (IARC TP53 Database, R17) (40). Compared with the
42% FP rate found for all mutations with PolyPhen2 score > 0.8,
in the cancer-selected somatic mutation set, this was reduced to
25% (Fig. 2C and Table S5). The decrease in FP predictions is
likely to be due to the cancer mutation set being enriched for
mutations that diminish TP53 transcriptional activity to less than
50% of WT (667/1,192, 53%) compared with the full set of
mutations (733/2,026, 36%), consistent with previous analysis
using a cutoff of 20% of WT activity (40); 82.8% of the TP subset
of TP53 mutations was found in two or more independent cases

of cancer (reported in the TP53 mutation database), whereas
only 27.7% of the FP nearly neutral subset was found recurrently
(Fig. S3A). The small FN subset also had a higher fraction found
recurrently in cancer (60.0%), emphasizing the importance of
experimental testing to identify this small but important subset of
mutations. TN mutations (26.1%) were no more likely to be
found recurrently in cancer than FP mutations, suggesting that
these subsets represent passenger mutations that confer no neo-
plastic advantage.
The same analysis was performed on a phenotypically selected

set of 172 TP53 missense mutations found by sequencing germ-
line DNA in patients with types of tumors and age of onset
suggesting a loss-of-function TP53 germ-line mutation (IARC
TP53 Database, R17) (40). Only 8% of those that were predicted
to be deleterious by PolyPhen2 retained >50% activity in the
yeast assay, representing a 5.25-fold lower fraction of FP pre-
dictions than for all possible mutations. The particularly low rate
of FP predictions in the germ-line set is likely to reflect the high
proportion of these mutations that lack transcriptional activity,
especially in families with highly penetrant cancer meeting the
criteria of familial Li-Fraumeni syndrome, where 92% of muta-
tions have less than 20% of WT transcriptional activity (40). In
other words, when the clinical phenotype is sufficiently clear and
specific for profound loss-of-function mutations in a particular
gene, simply finding a rare missense mutation in that gene is
already highly predictive, so that computational predictions pose
a lower risk of FPs.
The higher concordance between prediction and actual effect

among cancer-selected somatic mutations and in phenotypically
selected germ-line mutations in TP53 implies that the yeast tran-
scriptional assay measures the relevant TP53 function for tumor
suppression. However, it does not rule out the possibility that
some FP predictions might disrupt other evolutionarily conserved
TP53 functions. Interestingly, FP mutations were concentrated
outside the core DNA-binding domain residues 102–292 (41) (Fig.
S3B), in contrast to the 95% of oncogenic mutations recorded in
TP53 that lie within the DNA-binding domain (42). An example
of a functionally important mutation that lies outside the DNA-
binding domain and does not have a direct effect on transactivation
is the E388A substitution that disrupts conjugation of SUMO1 to
K396 in TP53 (43). SUMO1 conjugation at this site has a regula-
tory effect on TP53 activity (44), but the transactivation assays in
yeast (37) indicate this has little effect on the core transactivation
mechanism. The PolyPhen2 score for this change (0.893) predicts it
is probably damaging, but as the change has little effect of trans-
activation (p21WAF1 assay value = 105.5), this data point is classified
as a FP inference in Fig. 2A.

Discussion
The discordance between the predicted and actual effect of
missense mutations revealed here creates the potential for many
FP conclusions in clinical whole genome sequencing. Due to the
large number of candidate missense variants revealed by whole
exome or genome sequencing of any individual, computational
prediction of the functional importance of each mutation is widely
used to prioritize candidates for further analysis. However, current
functional inference tools rely heavily on sequence conservation
information. As we have found, these functional predictions do
not effectively differentiate between mutations that are immedi-
ately clinically relevant, because they ablate or markedly reduce
function of an essential protein, and those that are nearly neutral
because they only decrease the function of the corresponding
protein by 10% (39). FN predictions were also a small but sig-
nificant subset of mutations in the systematic analysis of TP53.
Hence, for interpretation of a clinical genome sequence at pre-
sent, it is essential to measure experimentally the consequence of
any missense mutation thought to be causal.

Fig. 3. Distribution of measured TP53 transactivation activity from true-
negative and false-positive TP53 mutations. From all possible TP53 missense
mutations, the distribution of measured transcriptional activity values is
shown for those inferred as true negative (TN, CADD score < 5 and trans-
activation activity >50; blue, n = 322) or as false positive (FP, CADD score >
20 and transactivation activity >50; red, n = 573). The mean normalized
activity was 108.8 for the TN set and 93.4 for the FP set. The distribution of
values for each set is unlikely to be the same (Kolmogorov–Smirnov D =
0.3427 P < 2.2e−16; Wilcox W = 57,261.5, P < 2.2e−16).
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Two lines of experimental evidence from our work indicate that
this lack of differentiation has the potential for overcalling caus-
ative mutations. First, 73% of predicted deleterious missense
mutations arising from de novo single nucleotide substitutions in
23 essential immune system genes did not sufficiently disrupt
protein function to produce an observable defect in the expec-
ted subset of blood lymphocytes in individual homozygous mice.
Absence of a phenotype in vivo may occur by compensation: for
example, a lymphocyte production defect can be compensated by
lymphocyte homeostatic expansion. A discernable in vivo pheno-
type may also require an environmental cofactor such as malnu-
trition or exposure to a particular infectious agent. For that
reason, we turned to the TP53 gene for a complementary analysis
of predicted versus actual effects of all possible single nucleotide,
missense mutations, taking advantage of a dataset where the ex-
perimentally determined phenotype of each mutation has been
measured in a simple in vitro assay. Even under these simplified
conditions, 42% of the missense TP53 mutations that were pre-
dicted to be deleterious caused little or no measurable decrease in
the protein’s transcription-enhancing activity.
The plots in Fig. 2, especially those of CADD Phred-like scores,

show that mutations that are computationally predicted to be
deleterious have a bimodal distribution. Half drastically decreases
protein activity to a mean of 17% ofWT, and it is this group that is
of interest in clinical cases with onset in childhood or adolescence
as suspected monogenic or oligogenic disease. The other half,
despite most being scored just as likely to be deleterious, actually
only slightly decrease protein activity, to a mean of 86% of WT.
Discerning the subtle shift in activity caused by these nearly neu-
tral mutations required us to consider the FP mutants as a group,
comprising hundreds of independent measurements. Because they
have effects on protein activity that are barely measurable in the
laboratory, these nearly neutral mutations are unlikely to cause
monogenic diseases but may be relevant to diseases that have a
more complex basis involving interaction of many weakly damaged
genes and environmental factors.
Presumed nearly neutral FP mutations were frequent among

unselected sets of missense mutations (de novo ENU mutations,
all possible TP53 mutations) but were rare in sets of mutations
that had been subject to phenotypic selection. When applied to
missense variants in the 23 essential immune system genes be-
tween inbred mouse and rat species, or between inbred mouse
taxa, Polyphen2 only predicted 4.7% and 5.7%, respectively, to
be deleterious. Because 50% of random mutations in the same
23 genes are predicted to be deleterious, the much lower fre-
quencies among mutations that have become fixed in these
species/strains implies that most of the FP predictions in the
random mutation sets are indeed deleterious over evolutionary
scales. This feature was not restricted to mouse mutations, be-
cause a similarly low rate of 5.6% was predicted to be deleterious
in the set of variants in the 23 essential immune genes between
the consensus human and chimpanzee genome sequences com-
pared with 48% of the predominantly rare variants in the same
23 genes present in a population of 6,503 people for whom
exome sequences had been obtained.
At first sight, it appears paradoxical that nearly neutral mu-

tations in essential immune genes will be efficiently removed
from the species’ gene pool despite having no easily discernible
impact on the immune system of individual homozygotes. One
possible explanation is that these subtle variants are individually
sufficient to cause a serious problem in conjunction with par-
ticular environmental stressors such as malnutrition and patho-
genic microbes. Another explanation comes from decades of
research into the evolution of protein molecules and the nearly
neutral theory of molecular evolution (39, 45). Mathematical
models predict that slightly disadvantageous nearly neutral al-
leles will be lost over many generations through random drift in
large populations, even when these alleles reduce fecundity by as

little as 1% (39). For essential immune genes, that small dif-
ference in fecundity could result from one extra bout of influenza
per lifetime, which would not be perceived as clinically significant.
In addition to genetic drift in large populations, truncating selec-
tion has the potential to remove nearly neutral mutations from the
gene pool more rapidly (46). This model considers that, as the
number of slightly damaging alleles increases in the population, by
Poisson distribution a subset of individuals will inherit a larger
burden of nearly neutral alleles affecting a critical function (46),
for example, in RAG1, RAG2, LIG4, DCLRE1C, and PRKDC and
other genes required for VDJ recombination. Although none of
these mutations would be of clinical consequence individually, the
chance inheritance of three or more subtle defects in the same
pathway may be sufficient to cause recurrent infections or Omenn’s
syndrome-like autoimmune manifestations. Previously, we demon-
strated experimentally how three heterozygous loss-of-function mu-
tations in sequential steps in a biochemical pathway—affecting Lyn
kinase, its substrate CD22, and the CD22-binding tyrosine phos-
phatase SHP1—only precipitate B-cell deficiency in individuals that
inherit all three but not any pair or single mutation (47). Some of
the 23 immune genes studied here have essential roles outside the
immune system, and those other functions may be more sensitive
to disruption by apparently FP mutations. For example LIG4,
DCLRE1C, and PRKDC are critical for DNA damage repair in all
cells, and it is conceivable that small decreases in their activity could
subject these variants to purifying selection over evolutionary
timescales because of more rapid aging of stem cells (48).
The same question about subtle loss-of-function arises for the

apparent FP predictions among TP53 mutations. These apparent
FP predictions were frequent in the set of random TP53 muta-
tions (42%) but much lower in sets of TP53 mutations that had
been positively selected for TP53 loss-of-function either as a
result of being found by selective resequencing in cancer cells
(25%) or in the germ line of young cancer patients with sus-
pected Li-Fraumeni syndrome (8%). Most of the TP somatic
mutations were found recurrently in different cancers, consistent
with these being driver mutations that confer a growth advantage
for neoplastic cells. By contrast, most of the apparent FP somatic
mutations that retained greater than 50% of transactivation ac-
tivity were singleton observations, as would be expected if these
were random passenger mutations. These singleton FPs might
nevertheless represent driver mutations that provide a more
subtle growth advantage. A 10% decrease in TP53 transcrip-
tional activity is difficult to distinguish from WT in individual
laboratory tests but may nevertheless confer a selective advan-
tage when this effect is compounded over hundreds of cell di-
visions or when combined with other partial loss-of-function
mutations in the TP53 tumor suppression pathway that may have
arisen earlier in the evolution of the neoplastic cell clone.
A similar explanation may apply to the 10% of apparent FP

predictions for germ-line TP53 mutations. Indeed one of this set
came from a clinical case that did not display the age of onset and
pattern of sarcomas typical of Li-Fraumeni syndrome. Instead this
individual displayed a syndrome of familial adenomatous poly-
posis (FAP) that was at the severe end of the spectrum and carried
an additional germ-line mutation in the APC tumor suppressor
gene that is typically inactivated in FAP (40).
In clinical genome sequencing, the risk of FP calling of missense

mutations is likely to be highest when the clinical phenotype does
not match a distinct Mendelian syndrome but could be explained
by defects in hundreds of genes, for example, in sporadic cases of
autoimmune disease or in common variable immune deficiency.
Here it will be particularly critical to validate computational pre-
dictions experimentally by biochemical tests and recreating the
mutations in animals (49). By contrast, the FP problem demon-
strated here is minimized when the clinical phenotype can be re-
fined sufficiently that only one or two genes could explain it—for
example, when a person develops multiple cancers at an early age
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including uncommon sarcomas typical of Li-Fraumeni syndrome.
Our findings underscore the importance of acquiring two additional
types of information to interpret missense variation identified by
clinical genome sequencing: (i) direct experimental measurement
of the consequences of a candidate mutation, using as specific and
sensitive an assay as possible; and (ii) much more specific human
phenotyping, capable of narrowing the set of candidate genes to a
handful related to a particular biochemical pathway or syndrome.
Experimental analysis of the connection between nearly neutral
mutations and in vivo immune or cancer phenotypes poses a major
challenge and will likely require very large numbers of replicate or
iterative measurements.

Materials and Methods
Generation of Random Mouse Mutants, Sequencing of Mouse Exomes, and
Variant Calling. Generation of pedigrees from mice treated with ENU, se-
quencing of exomes of these mice, and computational identification of ENU-
induced point mutants were performed as previously described (23). This
research was approved by the animal experimentation and ethics committee
of the Australian National University (protocol number A2014/61).

Detailed Description of Mouse-Specific PolyPhen2 Changes. PolyPhen2 (12) scores
were calculated from a local mouse-specific installation of PolyPhen version
2.1.0. Local installation required using the mouse specific UniProt (50) and
Pfam (51) databases during setup followed by the subsequent mapping of all
mouse UniProt protein sequences to mouse assembly (mm9) coordinates. This
mapping allows mouse variant genomic coordinates to be converted directly
to UniProt amino acid locations giving PolyPhen2 access to mouse-specific
protein annotations (often different from the human homolog annotations),
thus often resulting in more accurate PolyPhen2 scores. The mapping was
accomplished by searching the CCDS (consensus coding sequence; ref. 52) gene
sets for exact UniProt protein sequence matches and was successful for 93% of
all mouse UniProt entries. The remaining 7% of nonmapping UniProt entries
were provided as input to PolyPhen2 as a UniProt protein FASTA-formatted
file and relative protein coordinates (which is a less specific input option
available with PolyPhen2). To calculate many thousands of PolyPhen2 scores in
a timely manner, UniProt-specific PolyPhen2 calculations were cached, hence
avoiding duplicate calculations for variants occurring in UniProt entries pre-
viously encountered in other samples.

Calculation of Functional Inferences. Mouse PolyPhen2 scores were calculated
as described above. SIFT (6) scores were obtained from the Variant Effect
Predictor (53) and from the SIFTWeb server (www.siftdna.org). MutationAssessor
(mutationassessor.org) (7) and PANTHER (www.pantherdb.org) (10) scores were
calculated for mouse-specific UniProt entries using public webservers provided
by the method authors. CADD scores (13), which are presently only calculated
from human data, were determined by mapping the coordinate of each mouse

mutant to the orthologous base in the human genome with liftOver [via the
University of California, Santa Cruz (UCSC) genome browser] (54), providing
that the orthologous amino acid in the human reference was identical to that
in the mouse reference . Scores for these humanized mutations were obtained
from the CADD Web server (cadd.gs.washington.edu). GERP (11) scores were
derived from the UCSC Genome Browser (54). Condel weighted average scores
were calculated using PolyPhen2, SIFT, and MutationAssessor scores using the
Perl code provided by the Condel authors (15).

Allele-Specific Genotyping. Competitive allele-specific genotyping was per-
formed using the KASP system (Kbioscience). A pair of WT and mutant allele-
specific oligonucleotide primers were designed to anneal to sequence flanking
the variant site. These primers were conjugated with a tail sequence that
contained a FRET cassette labeled with allele-specific dyes. With these pri-
mers, sample DNA was amplified with a thermal cycler and dye values read
with a FluoStar Optima fluorescent microplate reader (BMG Labtechnolo-
gies). Homozygous and heterozygous genotypes were distinguished by
whether one or two fluorescent signals, respectively, were detected.

Mouse Phenotyping.Mouse phenotypes were appraised for most mutations by
eight-color flow cytometry on peripheral blood. Two hundred microliters of
blood was collected by retro-orbital bleeding into tubes containing 20 μL
heparin (Sigma: 1,000 U/mL in PBS). Red blood cells were lysed, and samples
were stained in 96-well plates alongside WT C57BL/6 mouse controls as pre-
viously described (55). Granulocytes were enumerated by forward and side
scatter of laser light. The antibodies used to detect B, T, and NK populations
were as follows: anti-B220 (RA3-6B2; BD Pharmingen), anti-IgM (R6-60.2; BD
Pharmingen), anti-IgD (11-26c.2a; BioLegend), anti-CD3 (17A2; eBioscience),
anti-CD4 (RM4-5; BioLegend), anti-CD44 (IM7; BioLegend), anti-KLRG1 (2F1;
eBioscience), and anti-NK1.1 (PK136; BD Pharmingen). To detect splenic
marginal zone B (MZB) cells in Dock8 mutant mice, spleens were harvested,
and single cell suspensions were stained with the following antibodies to
distinguish MZB cells (B220+, IgM high, CD21 high, CD23 negative) from
follicular B cells (B220+, IgM intermediate, CD21 intermediate, CD23 posi-
tive): anti-B220 (RA3-6B2; BD Pharmingen), anti-IgM (II/41; eBioscience), anti-
CD21 (7E9; BioLegend), and anti-CD23 (B3B4; Biolegend). Samples were ac-
quired using a LSR II flow cytometer (BD Bioscience) and analyzed using
FlowJo software (FlowJo LLC).
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