
Long-Range Chromatin Interactions

Job Dekker1 and Tom Misteli2

1University of Massachusetts Medical School, Worcester, Massachusetts 01605; 2National Cancer Institute,
National Institutes of Health, Bethesda, Maryland 20892

Correspondence: mistelit@mail.nih.gov

SUMMARY

To accommodate genomes in the limited space of the cell nucleus and ensure the correct execution of
gene expression programs, genomes are packaged in complex fashion in the three-dimensional cell
nucleus. As a consequence of the extensive higher-order organization of chromosomes, distantly located
genomic regions on the same or distinct chromosomes undergo long-range interactions. This article
discusses the nature of long interactions, mechanisms of their formation, and their emerging functional
roles in gene regulation and genome maintenance.
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OVERVIEW

The higher-order packing of DNA in the cell nucleus is both
driven by and leading to physical interactions between geno-
mic regions. The formation of physical interactions between
loci, even distantly located ones, is not surprising in itself. The
question of whether these interactions are functionally mean-
ingful or merely a by-product of the tight packing of DNA in a
limited space is what needs deciphering. Although some in-
teractions are likely purely because of the random proximity
of the genome regions in the nucleus, two facts argue very
strongly against mere haphazardness and for the existence of
recurrent and functionally relevant interactions. The first is
that if interactions were functionally irrelevant, then one
would predict that they would occur largely randomly in a
population. Based on unbiased mapping studies this is not the
case—specific, high-frequency interactions can be mapped
in a large range of organisms (Splinter and de Laat 2011).
The second argument stems from the numerous examples of
long-range interactions, both intra- and interchromosomal,
that have been molecularly dissected and shown to have
significant functional consequences. Among the best charac-
terized are the globin genes, the Hox genes, imprinted loci,
and interaction involved in X-inactivation (see discussion
below).

Long-range interactions can occur intrachromosomally
between regions located on the same chromosome or inter-
chromosomally between regions on distinct chromosomes
(Deng and Blobel 2010; Dean 2011). Intrachromosomal in-
teractions have been reported between promoters and termi-
nators over several kilobases, as have interactions between
promoters and enhancers located tens of kilobases up to meg-
abases away (Deng and Blobel 2010; Dean 2011). Another
type of intrachromosomal interaction is insulator-mediated
contacts, which appear to contribute to the organization of
the genome into functionally distinct regions by separating
differentially regulated regions from each other (Phillips and
Corces 2009).

Compared with intrachromosomal interactions, many
fewer interchromosomal interactions are known. Interchro-
mosomal interactions are mostly involved in promoting the
formation of chromatin domains such as centromere clusters.
There are some intriguing examples suggesting that these
types of interactions may also be involved in gene regulation,
for example, in the control of olfactory receptors, interferon-
responsive genes, and also more globally in the establishment
of X-inactivation (discussed belowand also the topic of Brock-
dorff and Turner 2014; Busslinger and Tarakhovsky 2014;

Lomvardas and Maniatis 2014). Beyond gene regulation,
interchromosomal interactions are also now appreciated
as playing a particularly critical role in the formation of chro-
mosomal translocations because the rejoining of broken
chromosomes requires their physical interaction (Misteli and
Soutoglou 2009).

Traditionally, genomic interactions have been detected
using fluorescence in situ hybridization (FISH). In this ap-
proach, cells are chemically fixed, chromatin denatured, and
fluorescently labeled probes hybridized to their targets. This
enables the visualization of specific genes, genomic regions,
or entire chromosomes by fluorescence microscopy. In these
approaches genomic regions are detected as bright fluores-
cent signals and use of multicolor labels allows detection of a
few loci simultaneously. Distances between fluorescent spots
can be measured to provide information regarding the prox-
imity of the investigated regions. For example, this approach
was used to investigate the organization of the immune IgH
gene during VDJ recombination (discussed in Busslinger and
Tarakhovsky 2014). The advantage of FISH is the ability to
interrogate interactions at the single cell level, thus allowing
determination of the fraction of cells in a population that har-
bors a particular interaction. However, FISH methods are lim-
ited in the resolution with which they can determine spatial
proximity of genomic regions and they do not provide infor-
mation about actual physical association of two loci. Further-
more, FISH can only be applied in candidate approaches and
is not easily amenable to the unbiased discovery of novel
genome interactions.

More recently, biochemical approaches that map physical
genome interactions have been developed (Sanyal et al. 2011;
Splinter and de Laat 2011). These so-called “C” techniques
(3C, 4C, 5C, and Hi-C) involve chemical cross-linking of the
genomes, fragmenting chromatin (e.g., by digestion with re-
striction enzymes), religating cross-linked regions, and iden-
tifying the interacting regions either by polymerase chain
reaction (PCR) or DNA sequencing (Sanyal et al. 2011; Splin-
ter and de Laat 2011; Hakim and Misteli 2012). Most of these
methods allow the unbiased and genome-wide mapping of
interactions without prior knowledge of partners, thus permit-
ting the discovery of new interactions. Their downside is that
these are population-based approaches that only generate av-
eraged data and cannot interrogate the behavior of single cells
or subpopulations. A combination of the two methods is a
powerful approach to solving the question of how genomes
are spatially organized.
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1 INTRODUCTION: THE CHALLENGE OF STORING
DNA IN VIVO

Genomes are organized in complex ways in the 3D space of
the cell nucleus (Misteli 2007; Rajapakse and Groudine
2011; Cavalli and Misteli 2013). A typical higher eukaryotic
cell contains �2 m of DNA that must be packed into a
nucleus �10 mm in diameter. Assuming approximately
five trillion cells in the human body, the total amount of
DNA in an individual is on the order of 10 trillion meters—
the equivalent of spanning the distance from Earth to Sun
more than 100 times! Clearly, cells face a tremendous chal-
lenge to ensure the safekeeping and accurate propagation of
DNA during replication and cell division, at the same time

allowing accessibility of regulatory factors to genes at the
right time and in the right place.

To accommodate the immense length of DNA in the
nucleus and to ensure functionality, the genetic material is
wrapped into higher-order chromatin fibers culminating
in the organization of chromatin into chromosome terri-
tories (Fig. 1A,C). A chromosome territory is the physical
space taken up by a given chromosome in the interphase
nucleus (Cremer et al. 1982; Lanctot et al. 2007). Despite
the extraordinary length of DNA in a cell, it is noteworthy
that DNA-containing chromatin only takes up an estimat-
ed 15% of the nuclear volume.

Obviously, to achieve the necessary compaction of
DNA, the chromatin fiber must be looped onto itself and
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Figure 1. Chromosome territories and genes in three-dimensional (3D) space. Fluorescence in situ hybridization
(FISH) visualizes the spatial organization of the genome. (A) Chromosomes exist in the form of chromosome
territories in the interphase nucleus. The DNA of each chromosome occupies a spatially well-defined fraction of the
nuclear volume, typically about 1–2 mm in diameter. Chromosome 11 (green) in the nucleus (blue) of MCF10A
breast cancer cells is shown. (B) Individual genes appear as distinct spots. MYC (red) and TGFBR2 (green) in
MCF10A cells are shown. (C) The position of a chromosome or a gene can be expressed as the distance from the
center of the nucleus or relative to other genes. The distribution of chromosomes and genes is nonrandom with some
chromosomes (red) preferentially occupying internal positions and others (green) occupying peripheral positions.
The nonrandom radial positioning also gives rise to nonrandom genome neighborhoods. (D) The distribution of a
gene is probabilistic. Mapping of the position of the IGH gene in human lymphocytes in several hundred individual
cells shows that its distribution is distinct from a random distribution; however, the IGH locus can be found in
variable locations in individual cells. Each red dot represents the position of an IGH allele in a single cell.
(C, Modified from Meaburn and Misteli 2007.)
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condensed. How precisely this occurs in vivo is one of the
enigmas in modern cell and molecular biology. The tradi-
tional view holds that DNA is hierarchically folded into
higher-order fibers of 10 nm, 30 nm, 100 nm, and beyond
(Felsenfeld and Groudine 2003; Li and Reinberg 2011). Al-
though there is compelling evidence for the 10-nm fiber,
several recent studies have questioned the existence under
physiological conditions of the regular structure beyond
the 30-nm fiber (Fussner et al. 2010). Higher-order regimes
of organization are even less well defined and the physi-
cal properties of higher-orderchromatin are currently large-
ly unknown. The reason for this considerable uncertainty is
the inability to accurately visualize higher-order chromatin
fibers at the required level of resolution, thus limiting our
ability to ascertain its structure. Despite the difficulty in
assessing the path of the chromatin fiber in single cells,
important insights into the higher-order spatial organiza-
tion of chromatin have been obtained by improved imaging
approaches and 3C-based technologies.

2 LONG-RANGE INTERACTIONS IN THE CONTEXT
OF NUCLEAR ARCHITECTURE

2.1 Genomes Are Nonrandomly Organized in the
Cell Nucleus

A fundamental property of genomes in higher eukaryotes is
their nonrandom spatial organization in 3D space (Fig. 1)
(Misteli and Soutoglou 2009; Rajapakse and Groudine 2011;
Cavalli and Misteli 2013). The nonrandomness of a genome’s
spatial arrangement is easily shown in FISH experiments by
determining the position of a chromosome or a gene relative
to the center of the nucleus (Fig. 1C,D). This is referred to as
its radial position. These experiments reveal that each chro-
mosome, and many genes, have a characteristic distribution
of positioning within the cell nucleus. The prototypical ex-
amples of radial chromosome positioning are human chro-
mosomes 18 and 19, which localize preferentially to the
center (chromosome 19) and the periphery (chromosome
18) of the nucleus in human lymphocytes (Croft et al. 1999).
Similar preferential location patterns have been documented
for all chromosomes in the human genome (Boyle et al.
2001). The radial position of genes and chromosomes is
cell-type- and tissue-specific. For example, X chromosomes
localize more peripherally in liver cells compared to kidney
cells (Parada et al. 2004). Along the same lines, chromosome
position often differs in disease cells. For example, in pancre-
atic cancer, chromosome 8 shifts to a more peripheral loca-
tion (Wiech et al. 2005). Similarly, chromosomes 18 and 19
change nuclear location in several cancers types, including
cervical and colon cancer (Cremer et al. 2003).

It is important to point out that the spatial position of a
chromosome or a gene is a statistical property, and not an

absolute indicator of its location (Parada et al. 2003;
Rajapakse and Groudine 2011). A gene’s location may be
highly variable between individual cells (Fig. 1D). In other
words, although a gene may, for example, preferentially be
located toward the center of the nucleus, any given allele
may be found at the nuclear periphery in a subpopulation
of cells. The position of a gene is thus most accurately
reflected by the statistical distribution of its positions in a
population of cells.

The radial arrangement of chromosomes and genes in
the nuclear space has an important consequence: Distinct
genome neighborhoods arise through the preference for a
genomic region to either be located toward the center or the
periphery of the nucleus (Fig. 1C) (Meaburn and Misteli
2007). For example, more internal chromosomes or genes
have a low probability of associating with genomic regions
that are enriched at the nuclear periphery, thus physically
segregating genomic regions within the nuclear space.
Prominent examples of nonrandom spatial genome neigh-
borhoods are the nucleolus, which harbors ribosomal RNA
gene clusters located on human chromosomes 13, 14, 15,
21, and 22 or the congregation of chromosomes 12, 14, 15,
which associate with each other with high frequency in
mouse lymphocytes and are involved in chromosomal
translocations in lymphoma (Parada et al. 2002).

For many genes the precise radial positioning is gener-
ally not sufficient to determine gene activity, nor is it
predictive of gene activity. For instance, in a systematic
study of 20 genes in a breast cancer model, no consistent
correlation between gene activity and radial position was
found (Meaburn and Misteli 2008). Active genes were
found both internally and peripherally, as were inac-
tive genes. Along the same lines, visualization of active
transcription sites in the cell nucleus reveals a relatively
homogenous distribution of active genes without any pref-
erential accumulations. It can be concluded that the radial
position of a gene alone is not sufficient to determine its
activity.

2.2 Physical Interaction with the Nuclear Periphery
as a Regulatory Mechanism

Although the precise location of a gene within the cell
nucleus is not likely to be a key determinant of its activity,
its positioning with respect to the nuclear envelope can
have regulatory function (Kind and van Steensel 2010; Ege-
cioglu and Brickner 2011). In most higher eukaryotes, the
nuclear periphery is enriched in condensed heterochroma-
tin, generally associated with the transcriptional repression.
Furthermore, in budding yeast Saccharomyces cerevisiae,
silent telomeric regions are preferentially found at the nu-
clear periphery (Egecioglu and Brickner 2011).
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Large-scale mapping (e.g., using targeted DNA meth-
ylation approaches [DamID] and antibody pull-down
[chromatin immunoprecipitation, ChIP]) has identified
genomic regions that preferentially associate with the nu-
clear lamina (Pickersgill et al. 2006; Guelen et al. 2008;
McCord et al. 2013), a meshwork of the intermediate fila-
ment proteins lamin A, B, and C and associated proteins
(Dechat et al. 2010). In humans, there are more than 1000
lamina-associated domains (LADs) and these regions are
typically 0.1–1 Mb in size and generally gene poor, and the
contained genes are either silent or expressed at low levels
(Pickersgill et al. 2006; Guelen et al. 2008; Kind and van
Steensel 2010). LADs are likely organized into higher-order
structures as their boundaries are frequent binding sites for
the insulator protein CTCF. Not surprisingly, because they
are enriched in inactive genes, histone marks associated
with active genes (e.g., H3K4me3) are depleted in LADs
(Kind and van Steensel 2010).

The presence of heterochromatin and inactive genes
suggests that the periphery is a transcriptionally repressive
environment (Egecioglu and Brickner 2011). But is inter-
action with the nuclear periphery a gene regulatory mech-
anism? A functional role is suggested by the observation of
widespread gene misregulation in cells lacking major com-
ponents of the nuclear lamina such as lamin A or lamin C
(Dechat et al. 2010). Similar effects are seen upon over-
expression of lamins or dominant mutants of lamin A,
many of which are associated with human diseases (Scaffidi
and Misteli 2008). Furthermore, experimental reposition-
ing of active genes to the nuclear periphery by artificial
tethering to a component of the nuclear lamina results in
silencing of at least some genes, suggesting that interaction
of genes with the nuclear lamina can be sufficient to alter
gene activity (Fig. 2A) (Finlan et al. 2008; Kumaran and
Spector 2008; Reddy et al. 2008).

Gene repositioning relative to the nuclear envelope is
likely a physiologically relevant regulatory mechanism be-
cause physical relocation away from the nuclear envelope
has been implicated in several gene activation events during
differentiation. For instance, the IgH and IgK loci dissoci-
ate from their location at the nuclear periphery in hema-
topoietic progenitor cells and assume a more internal
location upon stimulation into pro-B-cells (Fig. 2B) (Ko-
sak et al. 2002). Similarly, the CFTR gene detaches from the
nuclear envelope upon its activation (Zink et al. 2004).
These types of relocation events correlated with activity
changes appear to be universal and can also be seen in
diverse organisms such as Caenorhabditis elegans (Meister
et al. 2010).

The mechanisms by which mammalian genes are reg-
ulated through interaction with the nuclear periphery are
poorly understood, but likely involve specific sets of his-

tone modifications (Egecioglu and Brickner 2011). A hint
as to the molecular mechanisms involved in silencing pe-
ripheral genes comes from analysis of their histone mod-
ification patterns. Nuclear envelope–associated genes are
generally hypoacetylated and treatment with histone de-
acetylase inhibitors reverses silencing of genes tethered
to the periphery (Finlan et al. 2008; Guelen et al. 2008).
In addition, peripherally located genes are enriched in
H3K9me2 (Yokochi et al. 2009). Interestingly, dimethyla-
tion of H3K9 (H3K9me2) is mediated by the G9A histone
methyltransferase, which physically interacts with BAF, one
of the major lamina-interacting proteins (Montes de Oca
et al. 2011). Elimination of G9A results in derepression of
predominantly late-replicating genes typically associated
with heterochromatin (Yokochi et al. 2009). A model there-
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Figure 2. The role of the nuclear periphery in gene regulation. (A)
Active genes (green) show a large range of radial positions; the precise
radial position of a locus does not correlate with its activity level.
Inactive genes (red) may associate with heterochromatin blocks at
various radial positions. In contrast, physical association with the
nuclear periphery is often linked to silencing. Genes that are in close
proximity to the nuclear envelope but do not physically interact with
it may be active. (B) Association of a gene locus with the nuclear edge
often correlates with activity. The IgH locus (red) associates with the
nuclear lamina when it is inactive in hematopoietic progenitor cells,
but dissociates on activation in activated pro B cells. (A, Redrawn
from Takizawa et al. 2008; B, reproduced, with permission, from
Kosak et al. 2002, # AAAS.)
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fore emerges in which genes may be marked as silent by
specific histone modifications and tethered to the periph-
ery by virtue of these modifications.

Although the nuclear periphery, particularly in higher
eukaryotes, has predominantly a repressive effect on gene
activity, in S. cerevisiae it is often the site of gene activity
(Brickner and Walter 2004; Egecioglu and Brickner 2011).
The prototypical examples of gene activation at the yeast
nuclear periphery are the galactose-inducible GAL genes
(Brickner and Walter 2004; Casolari et al. 2004). These
genes localize to the nuclear interior when repressed, but
rapidly associate with the nuclear pore complex (NPC)
upon stimulation. The nuclear pore interaction is likely
to be a key step in their activation because several NPC
components and NPC-associated factors are required for
activation of these genes. Targeting of these genes to the
NPC requires their promoter region, but is independent of
sequences in the gene body or the 3′ untranslated region
(Ahmed et al. 2010). Importantly, mutational analysis of
the promoter region of INO1, an NPC-targeted gene in
which transcription is ablated, indicates that targeting to
the pore can be uncoupled from transcription (Light et al.
2010). The INO1 promoter regions that target the gene to
the pore are also distinct from the regions that control its
activity. These so-called gene recruitment sequences are
also sufficient to reposition an adjacent reporter gene to
the pore (Ahmed et al. 2010; Light et al. 2010). It remains to
be seen to what extent active genes are also found at the
nuclear periphery in higher eukaryotes. In genome-wide
mapping studies in Drosophila, hundreds of genomic sites
containing active genes have been identified that physically
interact with the nuclear pore complex (Kalverda et al.
2010).

2.3 Spatial Gene Clustering

The nonrandom positioning of genes in the nucleus raises
the possibility that functionally related genes are spatially
clustered in 3D space. Clustering of genes may be caused by
sharing of overlapping activating or repressing protein
complexes, and may provide a mechanism to coregulate
groups of genes through their association with subnuclear
compartments enriched in specific regulatory proteins and
increase efficiency of transcription and RNA processing.
There are several examples of spatial gene clustering.

2.3.1 The Nucleolus

The nucleolus is the site of ribosomal RNA (rRNA) syn-
thesis and processing (Pederson 2010). The structure con-
tains three morphologically distinct regions: the fibrillar
center, which contains the rRNA genes; the dense fibrillar

component, which contains newly synthesized rRNA tran-
scripts at early stages of processing; and the granular com-
ponent, which contains mature rRNA and early ribosomal
assembly intermediates. Eukaryotic cells contain multiple
copies of rDNA genes, typically several hundred in number,
organized as tandem repeats located on multiple chromo-
somes. The rDNA repeat regions of the genome are referred
to as nucleolar organizer regions (NORs). In humans, five
chromosomes (chromosomes 13, 14, 15, 21, 22) contain
NORs, each �3 Mb in size, made up of approximately 80
copies of the 43-kb rDNA repeat. In contrast to the five
NOR clusters, typically only two to three nucleolar foci are
observed in human cells. FISH analysis shows that the rea-
son for the numerical discrepancy between NORs and nu-
cleoli is that rDNA regions from multiple chromosomes
physically aggregate to form an individual nucleolus. A
typical nucleolus occupies up to 25% of the nuclear volume
and represents the most dramatic example of gene cluster-
ing (Pederson 2010).

The formation and maintenance of the nucleolus is
driven by the transcriptional activity of the ribosomal genes
(Dundr and Misteli 2010). Nucleoli form in late M phase/
early G1 as transcription of rDNA genes resumes. Impor-
tantly, nucleoli only form around active, not inactive,
NORs. Initially, small prenucleolar bodies (PNBs) form
in late M phase, which serve as precursors of mature
nucleoli. PNBs likely contain partially processed rRNA
molecules and, upon resumption of full rDNA transcrip-
tion, mature into nucleoli (McStay and Grummt 2008).
Evidence for a requirement for transcription as a driving
force in formation of nucleoli is the observation that inhi-
bition of rDNA transcription leads to disassembly of the
nucleolar structure (Karpen et al. 1988). On the other
hand, introduction into Drosophila cells of mini-NORs
on plasmids is sufficient to nucleate structures, which, by
morphological criteria, are indistinguishable from endog-
enous nucleoli (Karpen et al. 1988).

Although the formation of the nucleolus per se is
strictly dependent on transcriptional activity, the associa-
tion of rDNA genes is not. This was indicated in elegant
hybrid experiments exploiting the fact that rDNA tran-
scription is species specific. When a human chromosome
containing a NOR is introduced into mouse cells, the hu-
man rDNA genes are not transcribed (Sullivan et al. 2001).
However, the human chromosome still physically associ-
ates with preexisting mouse nucleoli, demonstrating that
physical interaction of rDNA gene clusters is independent
of their transcription (Sullivan et al. 2001).

Why do rDNA genes cluster? They are unusual in that
they are expressed at exceedingly high levels. Although
most RNA Pol II–transcribed genes contain a few polymer-
ases at any given time, there are typically hundreds of RNA
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Pol I complexes associated with an rDNA gene. Live-cell
imaging experiments have estimated that individual poly-
merases are separated by ,100 nt and a new initiation event
occurs every few seconds (Beyer et al. 1980; Dundr et al.
2002). As a result, thousands of rRNA transcripts are gen-
erated from the several hundred rDNA genes every minute,
all of which need to undergo extensive processing. The spa-
tial clustering of the rDNA genes and formation of a dedi-
cated nuclear subcompartment, in which all necessary
processing factors are enriched, may serve to facilitate effi-
cient rRNA processing and promote ribosome assembly.

2.3.2 tRNA Gene Clustering

The transfer RNAs (tRNA), which act as adaptor molecules
during translation, are encoded by multiple tRNA genes;
humans contain �500, S. cerevisiae 274, and C. elegans 620
tRNA genes, distributed over multiple chromosomes
(Phizicky and Hopper 2010). Analysis of S. cerevisiae
tRNA genes has provided a compelling case for gene clus-
tering. When localized by FISH analysis, the tRNA genes,
which are located on all 16 S. cerevisiae chromosomes, are
found in a large spatial gene cluster near the nucleolus
(Thompson et al. 2003). The proximity of the tRNA cluster
to the nucleolus may be of functional relevance because
tRNAs and rRNAs are often coregulated in response to
environmental conditions. Clustering of tRNA genes per-
sists through all phases of the cell cycle, including cell di-
vision when transcription ceases, further supporting the
notion that gene clustering can be independent of tran-
scriptional activity (Thompson et al. 2003). Clustering of
tRNA genes has to date only been observed in S. cerevisiae
and it remains to be seen whether higher eukaryotes orga-
nize their tRNA genes in a similar fashion.

The formation of tRNA clusters near the nucleolus ap-
pears to be a two-step process (Haeusler et al. 2008). The
clustering of individual tRNA genes requires condensin
subunits. In temperature-sensitive mutants of the conden-
sin subunits, smc2-8, smc4-1, ycg1-2, ycs4-1, and brn1-9
tRNA genes lose their clustered appearance and are dis-
persed throughout the nucleus. The condensin effect may
reflect a global role of the complex on higher-order genome
organization. But, interestingly, the fact that condensin
specifically interacts with tRNA genes via the TFIIIB/
TFIIIC complex and does not require the RNA Pol III com-
plex that transcribes tRNAs, points to a direct role of con-
densin in the spatial clustering of tRNA genes. The second
step in the clustering process is the position of the cluster
near the nucleolus. This step is dependent on microtubules
as indicated by the fact that disruption of microtubules
results in displacement of the tRNA cluster from the nu-
cleolus (Haeusler et al. 2008).

2.3.3 Transcription Factories

The notion of gene clustering, as observed in specialized
classes of genes such as rRNA and tRNA genes, has been
generalized in the concept of transcription factories (Fig. 3)
(Jackson et al. 1993; Eskiw et al. 2011). These are defined as
nuclear structures containing multiple active genes and
multiple copies of the RNA Pol II transcription complex.
In particular, they are characterized by the presence of hy-
perphosphorylated RNA Pol II, representing the actively
elongating form of the polymerase. The existence of tran-
scriptional hot spots, which are shared by multiple genes, is
suggested by quantitative analysis of transcription sites. Al-
though expression profiling indicates that typically several
thousand genes are expressed in a given cell type, visualiza-
tion of transcription using imaging methods reveals a much
lower number of sites of nuclear transcription. Quantitative
analysis in HeLa cells suggests that on average approximate-
ly eight polymerases and eight active genes cluster in a tran-
scription factory (Jackson et al. 1993; Schoenfelder et al.
2010a).

In contrast to the traditional view of the transcription
machinery being recruited to a gene, in the transcription
factory model, genes are recruited to these centralized hot
spots of transcription. Association of genes does not in-
volve their physical interaction with each other, but their
association with the protein components of the transcrip-
tion factory or with adjacent splicing factor compartments
(Brown et al. 2006). A key question then is whether tran-
scription factories are specialized—that is, whether the
genes they contain are coregulated or whether association
of genes is largely random. Several observations raise the
possibility of preferential clustering of coregulated genes.
For example, in erythrocytes, the cell-type-specific Hba,
Hbb, and Xpo7 genes can be found in a triplet cluster in
a transcription factory at frequencies higher than expected
based on random association (Schoenfelder et al. 2010b).
Furthermore, pairwise clustering of Hba and Hbb with
several other erythroid-specific genes has been observed
at frequencies higher than expected. These genes are regu-
lated by the transcription factor Krüppel-like factor 1, and
their association with the transcription factory appears to
be mediated by Klf1 because its loss interferes with cluster-
ing (Schoenfelder et al. 2010b). Another example of re-
cruitment of coordinately regulated genes to a shared
transcription factory is TNF-responsive genes (Papantonis
et al. 2011). Upon stimulation, TNF-responsive genes, lo-
cated on both the same and different chromosomes, spa-
tially associate with each other in a coordinated fashion
closely following their temporal expression pattern, sug-
gesting that their physical clustering is directly related to
their activity (Papantonis and Cook 2010). Further exam-
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ples include the juxtaposition of estrogen-responsive genes
(Fullwood et al. 2009) and the physical association of an-
drogen-responsive genes (Lin et al. 2009). However, these
studies also show that expressed genes are not exclusively
clustering with coordinately regulated genes. For instance,
the hbb locus not only interacts with a number of Klf4-
regulated genes, but also with hundreds of apparently un-
related but coexpressed genes (Schoenfelder et al. 2010b).
Clearly, many parameters, ranging from general transcrip-
tion status to binding of specific sets of transcriptions fac-
tors, contribute to determining the composition of clusters
of active genes.

These observations suggest that spatial clustering of
genes is not limited to high copy number genes such as
rRNA and tRNA genes, but may also play a role in expres-
sion of RNA Pol II transcribed genes. An unanswered
question is how globally applicable functional clustering
of genes is. Even in the most prominent examples, such
as the clustering of erythroid-specific genes, coalescence
of multiple genes was only observed in 5%–10% of cells
in a population, suggesting that clustering is not a prereq-
uisite for proper gene expression. An additional related
question is how many distinct transcription factories a nu-
cleus contains. There is currently no strong evidence to
suggest that a transcription factory caters exclusively to a
specific set of genes and it seems more likely that most
transcription factories contain genes that are regulated by
multiple, distinct mechanisms.

2.4 Proximity in the Formation of Chromosomal
Translocations

Translocations are a common hallmark of cancer cells.
These genomic rearrangements are formed by the illegiti-
mate joining of DNA ends on distinct or the same chro-
mosomes. Translocations may represent a downstream
bystander effect due to enhanced genomic instability and
DNA repair defects in cancer cells. Translocations can be
causal in carcinogenesis, as in the case of fusion between
the BCR-ABL genes in chronic myelogenous leukemia or
the PML-RAR genes in promyelocytic leukemia. The non-
random arrangement of the genome in 3D space and the
physical interaction of genomic regions located on different
chromosomes can have a critical impact on the frequency of
formation of chromosomal translocations (Fig. 4) (Misteli
and Soutoglou 2009).

A prerequisite for the formation of achromosome trans-
location is the physical association of the two translocating
chromosomes in the nuclear space. Live-cell imaging exper-
iments have shown that in mammalian cells the free chro-
mosome ends generated by double-strand breaks are largely
immobile in the cell nucleus (Soutoglou et al. 2007). As a
consequence, translocations occur preferentially between
genomic regions that are often in close spatial proximity
because of the nonrandom arrangement of the genome in
the interphase nucleus. In support, FISH experiments and,
more recently, biochemical mapping approaches of fre-

Transcription
factory

Gene

Lamina

Repressed
chromatin

Figure 3. Aview into the nuclear interior. Genomes exist in vivo in the form of chromosome territories made up of
chromatin folded into still poorly understood higher-order fibers (multicolored areas). Chromatin fibers occupy the
entire nuclear space, yet despite the presence of up to 2 m of DNA in a mammalian nucleus, there is considerable
open nucleoplasmic space. Active genes (red) may loop out from chromosome territories and aggregate in centers of
transcription (shaded areas), which contain appropriate transcription factors (blue, green). It has been suggested
that coregulated genes cluster in shared transcription sites. (Reproduced from Misteli 2011; illustration by
Anatomy Blue.)
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quent translocation partners have revealed juxtaposition of
translocating regions in the intact cell nucleus (Neves et al.
1999; Roix et al. 2003; Osborne et al. 2007; Kind and van
Steensel 2010; Chiarle et al. 2011). For example, the MYC
and IGH genes, whose translocation gives rise to Burkitt’s
lymphoma, are frequently found interacting or located in
close proximity in B-cells (Roix et al. 2003; Osborne et al.
2007). Similarcorrelations between translocation frequency
and physical proximity have been found for numerous
translocation partners in mouse and human cells (Mani
et al. 2009; Mathas et al. 2009). The notion that spatial
interactions between translocating regions are a key deter-

minant in translocation formation is also supported by ob-
servations on prostate cancer translocations. In prostate
cancer, translocations between the TMPRSS2 gene and ei-
ther ETV1 or ERG are frequent (Lin et al. 2009; Mani et al.
2009). In normal prostate cells, these genes do not physically
associate, yet stimulation with androgen leads to their phys-
ical association and, when challenged with UV-irradiation,
their rapid translocation. The importance of spatial posi-
tioning in the formation of chromosomal translocations is
further shown by unbiased approaches that are able to map
physical interactions of chromatin fibers at a genome-wide
scale (see below). Clearly, analyses of naturally occurring
and experimentally inducible random translocations have
revealed a strong correlation between translocation fre-
quency and spatial proximity (Chiarle et al. 2011; Klein
et al. 2011; Hakim et al. 2012; Zhang et al. 2012).

Further support for the notion that the nonrandom spa-
tial proximity of chromosomes is key in determining trans-
location frequency is the finding that adjacent chromosomes
intermingle their DNA (Branco and Pombo 2006). Careful
visualization and mapping indicates that chromosomes in-
vade the body of their adjacent neighbors, thus creating a
zone of chromatin intermingling. It appears likely that trans-
locations preferentially occur when DNA damage occurs in
this region creating double-strand breaks, which are immo-
bile and prone to undergo illegitimate joining with proximal
breaks. This view is supported by the finding that transloca-
tion frequencies correspond closely to the degree of chromo-
some overlap (Branco and Pombo 2006) (Fig. 4).

The finding that translocations occur preferentially be-
tween proximally positioned regions means that the non-
random spatial organization of the genome is a key factor in
determining translocation partners (Misteli and Soutoglou
2009). The tissue-specific arrangement of chromosomes is a
significant contributor to the tissue-specific appearance of
translocations because we know genomes are arranged dif-
ferently in different cell types and tissues. In agreement with
this notion, chromosomes 5 and 6, which are frequently
translocated in mouse hepatoma, are often neighbors in
normal liver cells, whereas in mouse lymphocytes it is trans-
location partners chromosomes 12 and 15 that are frequent
neighbors (Parada et al. 2004). These observations support
a role for the nonrandom spatial genome interactions in the
formation of chromosomal translocations.

3 ANALYSIS OF CHROMATIN INTERACTIONS
AND GENE REGULATION

3.1 Introduction: Gene Elements
and Methodologies

Perhaps the most direct and specific role of long-range
chromatin interactions and spatial chromatin organization

Chromosome
intermingling

Formation of
proximal DSBs

Illegitimate
joining

B

A

Translocation
No
translocation

IGH
MYC IGL

MYC
IGK
MYC

Figure 4. Roles of genome organization in determining chromosome
translocations. The nonrandom organization of genes and chromo-
somes contributes to the formation of cancer translocations. (A) The
physical distance of MYC to its translocation partners IGH, IGL, and
IGK correlates with their translocations frequency (MYC-IGH .

MYC-IGL . MYC-IGK). (B) Translocations preferentially occur be-
tweenproximallypositionedchromosomes(red,green),andonlyrarely
between distally located chromosomes (blue). Closely juxtaposed dou-
ble-strand breaks (yellow stars) occurring at the interface betweenchro-
mosomes create free chromosome ends that may recombine to form a
chromosome translocation by illegitimate joining. (A, Adapted from
Roix et al. 2003; B, reproduced, with permission, from Misteli 2010,#
Cold Spring Harbor Laboratory Press.)
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is in controlling gene expression. In the large genomes of
metazoans, only a small portion of the genome is protein
coding. The enormous noncoding fraction of the genome,
including both intragenic and intergenic DNA, is thought
to represent a large reservoir of gene regulatory elements. A
wide range of genome-wide approaches are being applied
to identify the full set of functional elements in the hu-
man genome and initial estimates indicate the presence
of hundreds of thousands of regulatory elements scattered
throughout the genome (ENCODE Project Consortium
2011, 2012). Gene regulatory elements include enhancers,
repressors, insulators, and possibly other classes of yet-to-
be-discovered elements. These elements may be located at
significant genomic distances from the nearest gene, sug-
gesting that they are able to communicate over considerable
distances in the linear genome. Consistently, studies us-
ing transgenes and reporter constructs have revealed that
significant stretches of flanking DNA (e.g., hundreds of
kilobases) are required to recapitulate the normal regula-
tion of a gene.

One obvious mechanism by which long-range gene
control can be achieved is through direct physical associa-
tions between regulatory elements and gene promoters
(e.g., through the 3D folding and looping of the chroma-
tin fiber). Technological innovations have facilitated de-
tection of chromatin loops and indicate that they indeed
play critical roles in gene regulation by bringing widely
spaced genes and regulatory elements in direct physical
contact.

Microscopic approaches can be used for the analysis of
the relative spatial positioning of loci within individual
nuclei, as illustrated above, but they generally lack in reso-
lution and comprehensiveness. On the other hand, crys-
tallographic studies can be used to determine chromatin
structure at the level of individual nucleosomes. However,
both these techniques do not determine the folding and
structure of the chromatin fiber. This resolution gap has,
for a long time, been an impediment to studying the role of
chromatin structure in mediating long-range gene regula-
tion often involving regulatory elements located tens to
hundreds of kilobases from their target genes.

Over the last several years, an expanding set of related
molecular methodologies based on the chromosome con-
formation capture (3C) technique have been developed to
allow the quantification of chromatin interactions at in-
creasing resolution (kb) and scale (whole genome; Dekker
et al. 2002; van Steensel and Dekker 2011; Hakim and
Misteli 2012). These 3C-based approaches are particularly
powerful for the identification of chromatin looping in-
teractions, and increasingly for determining whole-chro-
mosome and whole-genome folding at the resolution of
several kilobases.

3.2 3C

The basic concept of the 3C method is that loci in close
spatial proximity (e.g., they directly interact to form a chro-
matin loop or a contact between two chromosomes) can
be chemically cross-linked (Fig. 5). The most frequently
used cross-linking agent is formaldehyde; it easily perme-
ates cells and induces cross-links between proteins, and
between proteins and DNA. Thus, physically interacting
segments of chromatin fibers throughout the genome be-
come cross-linked with protein complexes that associate
with them. Next, chromatin is fragmented using a restric-
tion enzyme. Cross-linked chromatin segments are then
ligated under dilute conditions to strongly favor intramo-
lecular ligations over random intermolecular ligation
events. Finally, cross-links are broken by simply heating
the chromatin to 95˚C, and DNA is purified to obtain a
library of 3C ligation products. Effectively, 3C converts
pairs of loci that are spatially proximal into unique hybrid
DNA molecules that can then be detected and quantified
using any of a wide range of standard DNA detection meth-
ods (Fig. 5).

In a classical 3C experiment, a genome-wide 3C library
is generated that can be used as DNA template in PCR
assays using locus-specific primers to determine the pres-
ence and relative abundance of specific ligation products of
interest (Dekker et al. 2002). Thus, interaction frequencies
are determined one at a time using a candidate approach,
which puts practical limits on the number of interactions
that can reasonably be tested. Classical 3C is often used to
determine interaction frequencies among up to several
dozen individual genomic restriction fragments (e.g., to
test whether a given gene promoter of interest is frequent-
ly interacting with a particular regulatory element). One of
the first applications of 3C was to detect chromatin looping
in the b-globin locus between the active globin genes and
the upstream locus control region (LCR; Tolhuis et al.
2002). Since then, many other studies have used 3C to
identify similar looping interactions in other loci.

The 3C technology has revolutionized the study of
chromatin folding, particularly because it has spawned
the development of a number of 3C-based technologies
with increased resolution, sensitivity, and, most important-
ly, throughput. It has achieved this by changing the way 3C
ligation product libraries are interrogated (van Steensel and
Dekker 2011). In Sections 3.3 and 3.4, we will outline these
detection methods in more detail and then describe
how their application is starting to uncover the princi-
ples that determine the spatial organization of individual
gene loci, chromosomes, and whole genomes, and how
these different layers of genome organization impact gene
expression.
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Figure 5. Overview of 3C-based methods. All 3C-based methods rely on covalently linking spatially proximal
chromatin segments. Through a series of steps chromatin is then fragmented and religated and ligation products
are detected using PCR, microarrays, or deep sequencing. In ChIA-PET (chromatin interaction analysis with paired-
end tag sequencing), chromatin fragmentation is achieved by shearing and ligation junctions are marked by adaptors
that contain recognition sites for type I restriction enzymes. Redigestion of ligation products with such enzymes
yields small ligation, junction-containing molecules that can be analyzed by deep sequencing. 3C, 4C, and 5C use
restriction enzyme digestion to fragment cross-linked chromatin. Religation of DNA then produces ligation prod-
ucts that can be directly analyzed by PCR (3C), inverse PCR (4C), or ligation-mediated amplification (LMA; 5C).
Hi-C is as 3C, but includes a step to incorporate biotinylated nucleotides before religation. This facilitates purifi-
cation of ligation junctions that are then analyzed by deep sequencing. (Adapted from Sanyal et al. 2011.)
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3.3 Global Analysis of Complete 3C Libraries

The recent development of high-throughput DNA se-
quencing platforms has greatly facilitated comprehensive
analysis of chromatin interactions. Improvements in 3C
technology have culminated in the development of the
Hi-C method, the first genome-wide 3C method, which
includes a step to label the ends of restriction fragments
with biotinylated nucleotides before DNA ligation, thereby
labeling ligation junctions with biotin (Fig. 5) (Lieberman-
Aiden et al. 2009). This facilitates purification and se-
quencing of DNA molecules only containing ligation junc-
tions, greatly improving the number of informative DNA
sequence reads. Moreover, more recently, it has become
feasible, and no longer cost-prohibitive, to directly se-
quence a 3C library to obtain an unbiased genome-wide
chromatin interaction map. Indeed, direct sequencing of
3C libraries of Drosophila embryos has yielded genome-
wide maps of long-range interactions at a resolution of
several kilobases (Sexton et al. 2012).

Genome-wide interaction maps provide a global over-
view of the spatial organization of genomes. As we will
discuss in more detail in Section 4, these maps have re-
vealed several novel features of higher-order chromosome
structure and nuclear organization (Cavalli and Misteli
2013).

3.4 Comprehensive Analysis of Parts of the
3C Library

When relatively small genomes are analyzed (e.g., that of
yeast), comprehensive interaction detection methods such
as Hi-C can provide structural information at a resolution
of a few kilobases. However, for large metazoan genomes,
these global methods generally yield much lower resolu-
tion, typically 0.1–1 Mb. The reason for this is that the
complexity of 3C libraries obtained for large genomes is
truly enormous. For instance, for the human genome a
3C library generated with the HindIII enzyme will contain
as many as 1012 unique ligation products, and the abun-
dance of these products can vary over several orders of
magnitude. Thus, to obtain a reliable chromatin interac-
tion data set at a resolution of single restriction fragments,
one needs to sequence far more molecules than is currently
feasible.

To overcome the resolution limit of unbiased global
detection methods, several targeted detection methods
have been developed. These methods use different strate-
gies to comprehensively sequence and analyze only a sub-
set of the 3C library (Fig. 5). By targeting only a selected
portion of the 3C library, one increases the sequencing
coverage per interaction and thereby the resolution with

which long-range interactions can be identified and quan-
tified. This is particularly relevant for the analysis of long-
range gene regulation that involves specific functional ele-
ments that are usually smaller than a kilobase.

3.4.1 4C Technology

In many studies, one is interested in identifying all geno-
mic loci that interact with a particular gene or element
(e.g., to find putative long-range regulatory elements that
loop to and regulate a gene of interest). Thus, instead of
probing the entire 3C library in an unbiased fashion, one
would like to analyze a subfraction of it at high resolution.
To comprehensively identify all fragments that are ligated to
a single restriction fragment of interest (the “bait” or “an-
chor” fragment), the 4C technology combines 3C with
inverse PCR detection of 3C ligation products (Fig. 5) (Si-
monis et al. 2006; Zhao et al. 2006). Briefly, many of the 3C
ligation products are circular, or can be circularized by
redigestion and re-ligation of 3C ligation products. Inverse
PCR with primers pointing outward from the bait frag-
ment can therefore amplify all DNA fragments ligated to
the bait. 4C PCR products can then be detected and quan-
tified by hybridization to a genome-wide DNA tiling array
or direct DNA sequencing. A 4C experiment provides a
genome-wide interaction profile of a bait locus to reveal
the positions and identities of other loci at kilobase reso-
lution on the same chromosome or on other chromosomes
that the locus frequently interacts with.

3.4.2 5C Technology

The 5C (abbreviation for 3C-carbon copy) technology is
used specifically to determine interaction frequencies be-
tween two selected sets of loci (e.g., between a set of
promoters and a set of enhancers [Fig. 5] [Dostie et al.
2006]). 5C differs from 3C only by the way ligation prod-
ucts are detected. In 5C, LMA is used with pairs of locus-
specific forward and reverse primers, termed 5C primers.
These are designed to anneal directly across predicted 3C
ligation junctions. Only when a ligation product is pre-
sent in the 3C library can the two primers anneal and
become ligated by a nick-specific DNA ligase. Ligated 5C
primer pairs are subsequently PCR amplified using prim-
ers that recognize their universal tails. The advantage of
5C is that LMA can be performed at high levels of mul-
tiplexing, in contrast to PCR. For instance, one can design
5C reverse primers for thousands of genes and 5C
forward primers for thousands of putative distal regula-
tory elements, and interrogate the millions of pairwise
gene-element interactions in a single reaction. The result-
ing 5C library represents a “carbon copy” of a selected
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fraction of the 3C library and can be analyzed by direct
DNA sequencing. In many respects, 5C is similar to other
enrichment methods such as hybrid capture approaches
for selectively purifying parts of the genome (e.g., all
exons) before targeted sequencing (Mamanova et al.
2010).

3.4.3 ChIP-Loop and ChIA-PET Technologies

Another approach to selectively enrich for specific interac-
tions is to combine 3C with ChIP to isolate cross-linked
complexes that contain a protein of interest (Fig. 5). For
instance, by immunoprecipitating chromatin complexes
one can enrich for interactions that involve specific pro-
teins of interest. The ChIP-loop assay and ChIA-PETassays
use PCR and deep sequencing, respectively, to analyze the
purified ligation junctions (Cai et al. 2006; Fullwood et al.
2009; Li et al. 2010).

3.5 3C-Based Data Reveal Cellular Heterogeneity
in Genome Folding

The 3C procedure and all its high-throughput variants
described in Sections 3.3 and 3.4 generate a highly complex
mixture of hybrid DNA molecules in which each individual
DNA molecule represents a single chromatin interaction
event in a single cell. It is critical to appreciate that the
3C procedure captures interactions across a large popula-
tion of cells, and thus the abundance of a single ligation
product in the library represents the fraction of cells in
which the two corresponding loci are sufficiently proximal
to become cross-linked. When sufficient numbers of cells
are studied, a given genomic locus can be found contacting
almost any other locus in the genome, but with contact
probabilities ranging over several orders of magnitude.
Thus, 3C-based data can only be understood in terms of
enormous cell-to-cell variability in chromosome folding
and nuclear organization (Kalhor et al. 2011). Of course,
this is exactly what has been observed by direct imaging
of loci, revealing preferences in subnuclear localizations,
but no determined and reproducible positions. 3C libraries
thus reflect the contact probability landscapes of loci, re-
vealing trends in spatial organization of the genome in a
large cell population. These data sets must be carefully
analyzed to determine patterns in contact probabilities of
sets for loci, indicating the presence of looping interactions
and other chromatin structural features (Bulger and Grou-
dine 1999, 2011; Dekker 2006; Cavalli and Misteli 2013).
Similarly, any model indicating the role of higher-order
chromatin structure in gene regulation must take into con-
sideration the significant cell-to-cell variability in chroma-
tin folding.

4 MULTIPLE CATEGORIES OF CHROMATIN
LOOPING INTERACTIONS

Studies of local and global patterns of chromatin organi-
zation suggest that looping and long-range interactions, in
general, reflect different levels of chromatin organization
with distinct roles in gene regulation. At the finest scale, we
can discern frequent, precise, and specific looping interac-
tions between gene promoters and their distal regulatory
elements. At a more global scale, specific sets of loci that can
be located on different chromosomes associate with each
other. Finally, zones of interactions between and within
large megabase-sized chromosomal regions indicate the
presence of distinct higher-order structural domains, re-
flecting nuclear organization and functional compartmen-
talization, in general. This last category involves infrequent,
broad, and rather nonspecific interactions. These different
categories of chromatin associations are described in Sec-
tions 4.1–4.6 in more detail in relation to their impact on
gene regulation (Cavalli and Misteli 2013).

4.1 Looping between Genes and Their Regulatory
Elements

Enhancers are elements that can control expression over
very large genomic distances. One of the best studied en-
hancers is the LCR in the b-globin locus, located 40–80 kb
upstream of its cluster of target genes (Fig. 6). An even more
dramatic example is the sonic hedgehog gene regulated by an
enhancer located more than 1 Mb away. Many genetic ex-
periments have shown that long-range regulation of gene
expression is a general phenomenon in many complex
genomes. Over the years, several mechanisms have been
proposed by which these elements can activate their tar-
get genes. Most of these models propose the formation of
a direct physical contact between the element and the tar-
get promoter, but they differ in the mechanisms by which
these contacts are established (Bulger and Groudine 1999,
2011).

The application of 3C-based assays has led to the iden-
tification of long-range interactions between gene regula-
tory elements and genes. This has confirmed the idea that
chromatin looping plays a major role in gene regulation.
We will describe some of the best-characterized examples of
long-range looping interactions.

4.2 The a- and b-Globin Loci

The a- and b-globin loci express high levels of a- and b-
type globin proteins that combine to form hemoglobin.
Expression of these loci has been studied in great detail
and they provide a paradigm for long-range gene regula-
tion by looping (Fig. 6).
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Both loci are composed of clusters of related genes that
are developmentally regulated. The order of the genes in the
cluster corresponds to the order in which they are expressed
during development. Theb-globin gene cluster is activated
by an extraordinarily strong composite element, the LCR.
The a-globin genes are activated by a strong enhancer
located 40–60 kb upstream of the gene cluster. 3C studies
of the b-globin locus were among the first to show that
the LCR directly touches the globin genes, resulting in the
formation of a chromatin loop that is 40–80 kb in size
(Tolhuis et al. 2002). This looping interaction is strictly
correlated with gene expression; it is not observed in cells
that do not express the locus, but appears in cells that express
it. Further, during development, the LCR interacts sequen-
tially with the appropriate gene in the cluster that is ex-
pressed at the corresponding stage (Palstra et al. 2003). 3C
studies of the a-globin locus show, similarly, that the a-
globin genes directly interact with their enhancer located
40 kb upstream of the genes, and again this interaction is
only observed in cells that express the genes (Vernimmen
et al. 2007; Bau et al. 2010). Since these initial studies, many
additional examples of looping between genes and enhanc-
ers have been found, including in other complex gene loci
such as the HoxD locus (Montavon et al. 2011), the immu-
noglobulin heavy chain locus (Guo et al. 2011), and the Th2
Interleukin cluster (Spilianakis et al. 2005).

Looping interactions are not limited to very highly ex-
pressed gene clusters or developmentally controlled genes,
but are also observed in single gene loci encoding proteins

involved in a large variety of biological processes. For in-
stance, looping interactions with distal enhancers have
been observed for CFTR (Ott et al. 2009; Gheldof et al.
2010), c-MYC (Wright et al. 2010), FoxL2 (D’Haene et al.
2009), and many other genes. A recent comprehensive anal-
ysis of more than 600 gene promoters in the human ge-
nome identified several looping interactions per gene with
elements resembling enhancers, promoters, and insulator
elements (bound by the CTCF protein; see Sec. 5.1) located
within up to hundreds of kilobases from the promoter
(Sanyal et al. 2012).

Long-range interactions are not only involved in gene
activation, but can also lead to gene silencing. In particular,
Polycomb complexes repress genes by compacting chroma-
tin (discussed in Grossniklaus and Paro 2014) and medi-
ating looping between silencing elements and genes. For
example, in the Drosophila bithorax complex looping in-
teractions have been identified between Polycomb response
elements and silenced hox genes (Lanzuolo et al. 2007).
Extrapolating from these studies, one can infer that most
genes are engaged in highly specific long-range interac-
tions with regulatory elements located up to hundreds of
kilobases around the promoter, leading to either activation
or repression.

4.3 Looping between Regulatory Elements

Many genes are regulated by more than one enhancer. For
instance, the HoxD locus is regulated by numerous ele-
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Figure 6. The mouse b-globin locus. (A) Schematic representation of the b-globin locus. (B) Looping between the
LCR, the globin genes, and up- and downstream elements bound by CTCF (HS-62.5/-60.7 and 3′HS1) is observed
in globin-expressing erythroid cells. (Redrawn from de Laat and Grosveld 2003, with permission from Springer
Science and Business Media.)
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ments spread out over a large gene desert that act in concert
to ensure proper control of the gene cluster (Montavon
et al. 2011). 3C and 4C studies show that the hoxD genes
not only interact with each of these elements at the appro-
priate time and location during development, but that
these elements also associate with each other. One inter-
pretation is that a highly complex multilooped structure
is formed. Similar observations have been made in the b-
globin locus in which the globin genes interact with the
LCR, but both also associate with elements bound by the
CTCF protein located upstream of and downstream from
the locus (Tolhuis et al. 2002). These observations have led
to models in which complex higher-order structures are
formed that may act as singular units to integrate regulatory
input from multiple elements. Although appealing, there is
currently no firm evidence that all pairwise interactions
detected using 3C-based methods occur simultaneously
in a cell to form stable and reproducible structures, leaving
open the possibility that these interactions and the assem-
bly of multilooped structures are dynamic and/or vary
among cells in the population.

4.4 Interchromosomal Interactions between
Specific Loci

It has long been known from genetic studies in Drosophila
that regulatory elements on one chromosome can affect
gene expression on the homologous chromosome. This
phenomenon, called transvection, is thought to be made
possible by close pairing of homologs chromosomes (e.g.,
in polytene chromosomes), which leads to close spatial
proximity of homologous regions located on the two chro-
mosomes. In that context, a regulatory element can activate
or repress the target gene it is linked to in cis, as well as the
target gene located on the nearby homolog in trans. One
well-studied example is the yellow locus, in which the pres-
ence of an enhancer on one homolog can activate the yellow
target gene on the homologous chromosome lacking the
enhancer, in a process that depends on close interactions
between the homologs (Morris et al. 1999; Ou et al. 2009).
Thus, the mechanism of transvection may be related to
other long-range gene regulation phenomena by also in-
volving direct physical interactions.

Several tantalizing examples have been described in
mammalian cells suggesting that interchromosomal inter-
actions between regulatory elements on one chromosome
can affect gene activity on other chromosomes includ-
ing nonhomologous chromosomes. The best-characterized
case involves the pair of X chromosomes in female mouse
cells during the initiation of the X-chromosome inactiva-
tion process, which is the topic of Brockdorff and Turner
(2014) (Fig. 7). In early embryonic development one of

the two X chromosomes is chosen to become inactivated.
This process is directed by a large and complex locus called
the X inactivation center (Xic). This locus encodes the Xist
noncoding RNA, which is activated and spreads in cis along
the X chromosome from the site of transcription from the
chromosome that becomes inactive. The Xist RNA recruits
silencing factors such as Polycomb complexes that will then
silence expression of most genes all along the X chromo-
some. The process of X inactivation ensures that one and
only one of the two X chromosomes will express Xist and
become silenced. Both DNA FISH and 3C studies show that
during X inactivation the two Xic loci on the two X chro-
mosomes briefly pair and directly interact (Bacher et al.
2006; Xu et al. 2006). The Xic pairing process requires
specific CTCF-bound loci around the Xist gene, as well as
a larger region located several hundred kilobases from the
Xic (Augui et al. 2007; Donohoe et al. 2009). It is thought
that this encounter somehow establishes that one of the two
X chromosomes will activate the Xist gene, whereas the
other will not. Recently, this was studied by live-cell imag-
ing of tagged Xic loci, followed by RNA FISH analysis,
demonstrating that pairing is followed by asymmetric ex-
pression of Tsix, the Xist antisense transcript and regulator,
leading ultimately to monoallelic Xist up-regulation (Ma-
sui et al. 2011). Thus, the physical association between the
Xics may directly coordinate the establishment of opposite
epigenetic states on the X chromosomes. Indeed, mutants
that affect pairing of Xics affect appropriate regulation of
X-chromosome inactivation.

Other examples of interchromosomal interactions have
been described that may be involved in similar coordinated
events, but their relevance is highly debated. In olfactory
neurons, only one of hundreds of olfactory receptor genes
is expressed. 3C studies and imaging have shown that the
mouse genome contains a single enhancer (the H-enhanc-
er) that associates with a single olfactory gene either in cis
or in trans in a given cell, leading to the activation of that
gene, whereas the other gene copies remain silent (Lom-
vardas et al. 2006). Although this certainly is a very intrigu-
ing finding, subsequent deletion of the H-enhancer found
no effect on olfactory genes located on other chromosomes
that do not have the H-enhancer, putting in doubt the
functional relevance of the interchromosomal interactions
(Fuss et al. 2007). Another example of interchromosomal
interaction is that of the Th2 interleukin cluster on mouse
chromosome 11 and the interferon g locus on chromo-
some 10 in naı̈ve T cells (Spilianakis et al. 2005; Noorder-
meer et al. 2011). This interaction is lost when the cells
differentiate into either Th1 or Th2 cells that express the
interleukin cluster or interferon-g gene, respectively. The
interaction between the loci before commitment may keep
the loci in a poised state, ready to coordinate activation and
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repression of the loci during subsequent differentiation.
However, whether these interactions cause the poised state,
or simply reflect it, remains an open question.

A direct test of the occurrence and relevance of inter-
chromosomal interactions was performed by analyzing the
effect of an ectopically inserted LCR on the expression of
the endogenous b-globin genes (Noordermeer et al. 2011).
4C analyses showed that an ectopic LCR can directly asso-
ciate with the endogenous globin locus, but only in a very
small minority of cells. Interestingly, combined RNA and
DNA FISH experiments showed that in the rare cases in
which the ectopic LCR interacted with the globin locus,
the globin genes were up-regulated. This important study
shows that interchromosomal interactions occur very in-
frequently, even for a very strong enhancer, but that these
rare events can have functional consequences for the inter-
acting genes in the few cells in which the interaction occurs.

Despite these examples of potential functional inter-
chromosomal interactions between specific loci and regu-
latory elements, the relevance of such interactions for gene
regulation is currently far from established. In fact, many of
these interchromosomal interactions may be of a different
nature than interactions typically involved in intrachro-
mosomal looping for gene regulation via bona fide gene

elements. Interchromosomal associations may be related
to overall nuclear organization of gene expression in which
groups of genes are found gathered at subnuclear sites
enriched in transcription machinery or silencing factors.
These less-specific and typically low-frequency associations
may be the result of gene activity, rather than the cause, and
are discussed next.

4.5 Associations between Groups of Active
and Inactive Loci

Although active genes can be found throughout the ge-
nome, within the nucleus transcription is highly nonho-
mogeneous and occurs most prominently at multiple foci
or subnuclear regions enriched in transcribing RNA poly-
merases and splicing machineries. These sites can be visu-
alized microscopically in fixed cells using antibodies against
active RNA Pol II, splicing proteins, or by BrU labeling of
nascent RNA. One interpretation is that groups of active
genes, including those located on different chromosomes,
cluster together in the nucleus at these transcription foci
that are sometimes referred to as transcription factories.
Indeed, both imaging and 3C-based studies show that co-
localization and direct physical contacts between active
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genes are readily detected (Osborne et al. 2004; Simonis
et al. 2006; Lieberman-Aiden et al. 2009). In general, there
appears to be limited specificity in these interactions; 4C
experiments in erythroid cells detect interactions between
theb-globin locus and many other active genes throughout
the genome (Simonis et al. 2006). These interactions in-
volve larger chromatin segments (e.g., entire genes instead
of precise gene regulatory elements) and occur significantly
less frequently in the cell population as compared with the
chromatin looping interactions described in Sections 4.1–
4.3 that drive gene regulation.

Hi-C analysis has shown that active chromosomal do-
mains, typically hundreds of kilobases up to several mega-
bases in size, preferentially associate with any other active
chromosomal domains throughout the genome (Lieber-
man-Aiden et al. 2009). Similarly, inactive domains asso-
ciate with any other inactive domain. There seems to be
limited specificity in these interactions, although there
are some exceptions. In Drosophila, loci repressed by the
Polycomb complex are found clustered at a limited number
of Polycomb bodies. In one case, it was found that disrupt-
ing the association of a locus with other Polycomb-re-
pressed loci can affect gene regulation of that locus, albeit
weakly and only after several generations, although still
suggesting that clustering of loci directly impacts on gene
expression (Bantignies et al. 2011).

These experiments highlight a recurring theme for
these types of chromosomal interactions; active genes are
found with other active genes, and inactive or silenced
genes are found at other subnuclear sites (Cavalli and Mis-
teli 2013) as indicated by direct imaging, although partic-
ular interactions are highly variable and nonspecific—that
is, the precise subset of interacting genes and loci differs
between cells, even in an otherwise homogeneous cell pop-
ulation. This does not rule out that some preferential clus-
tering of loci regulated by overlapping transcriptional
regulators may occur over and above the general tendency
of colocalization.

4.6 Topologically Associating Domains: Building
Blocks of Chromosomes

Both high-resolution, genome-wide Hi-C analysis and tar-
geted 5C analysis of the X-chromosome inactivation center
has led to the discovery that chromosomes are composed of
series of chromosomal domains that are several tens of
kilobases (in flies), or several hundreds of kilobases (mouse
and human) in size (Dixon et al. 2012; Nora et al. 2012;
Sexton et al. 2012; Cavalli and Misteli 2013). These do-
mains are characterized by relatively high interaction fre-
quencies between loci located within one domain, but
lower interaction frequencies between loci located in dif-

ferent domains. Therefore, these domains have been
dubbed “topologically associating domains” (TADs; Nora
et al. 2012), or “topological domains” (Dixon et al. 2012).
TADs are separated by genetically defined boundary ele-
ments (Nora et al. 2012), but the precise mechanism of
their formation is currently unknown. The much larger
active and inactive chromatin domains described above
that interact with other large active and inactive domains
genome-wide, respectively, are often composed of multiple
smaller TADs.

Initial analyses have indicated that groups of genes lo-
cated within the same TAD are correlated in theirexpression
during differentiation (Nora et al. 2012), but how general
this is across the genome is still an open question. Chroma-
tin looping interactions between genes and their regulatory
elements occurs mostly within TADs, which is perhaps not
surprising given that chromatin interactions between TADs,
in general, are of lower frequency (Sanyal et al. 2012; Shen
et al. 2012). TADs may therefore represent not only struc-
tural building blocks of chromosomes, but also functional
units of gene regulation. It has been proposed that TADs
are a critical structural and functional level in the hierarchy
of higher-order chromosome folding (Gibcus and Dekker
2013), but much is still unknown about this level of chro-
mosome organization (Cavalli and Misteli 2013).

5 BUILDING CHROMATIN LOOPS

Up to now, we have described the various types of chroma-
tin interactions that can be observed in cells. But what
mediates these interactions? We will focus on the class of
precise and specific looping interactions between gene
promoters and long-range acting gene regulatory elements
because these have been characterized in most detail, al-
though many details driving these phenomena remain to
be discovered.

Enhancer and promoter elements are bound by large
protein complexes containing a variety of different types of
proteins, ranging from specific DNA binding transcription
factors to cofactors with a variety of enzymatic activities
such as histone acetylation and methylation and noncoding
RNAs. Long-range interactions between gene regulatory
elements and promoters likely involve direct protein–pro-
tein interactions and may also require specific bridging
complexes. The role of specific proteins in mediating loop-
ing has been confirmed for several cases. For example, the
looping between the LCR and b-globin genes requires
binding of the GATA1 and EKLF1 transcription factor to
both the enhancer and the target gene (Drissen et al. 2004;
Vakoc et al. 2005). Besides transcription factors that directly
bind DNA, other complexes have been implicated in chro-
matin loop formation. For instance, the chromatin-remod-
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eling enzyme Brg1 is involved in looping in the a- and b-
globin loci (Kim et al. 2009a; 2009b). Brg1 directly binds
GATA1 and EKLF complexes and may be required for re-
modeling chromatin to facilitate binding of other factors.

The presence of specific combinations of proteins on
pairs of interacting elements may explain, at least in part,
the specificity of looping interactions between promoters
and their regulatory elements. Interestingly, there are also
general factors that may contribute to long-range interac-
tions. The Mediator complex is a transcriptional regulator
that interacts with both the basal transcription machinery
on the promoter and transcriptional activators, making this
an ideal bridging factor between complexes bound at pro-
moters and distal regulatory elements. Indeed, 3C analysis
in mouse ES cells identified Mediator-dependent looping
between promoters of pluripotency gene promoters and
their enhancers (Fig. 8). These interactions also required
the presence of the cohesin complex at these sites (Kagey
et al. 2010). The cohesin complex mediates interactions
between sister chromatids, but is increasingly implicated
in mediating other types of long-range interactions, includ-
ing looping between gene regulatory elements (Hadjur et al.
2009) and often in collaboration with the CTCF protein.

5.1 The General Role of the CTCF Protein in Looping
and Chromosome Organization

The CTCF protein binds tens of thousands of sites through-
out the mouse and human genomes. The protein is partic-
ularly enriched near genes (Kim et al. 2007). Initial studies
found that the protein acts as an insulator or boundary
complex to block long-range gene regulation by enhancers,

at least in reporter constructs. Recently, it has become clear
that the protein plays a particularly prominent role in
building higher-order chromatin architectures by facilitat-
ing intra- and interchromosomal looping interactions
(Phillips and Corces 2009).

As described in Sections 4.2–4.4, active gene promoters
often interact with distal sites bound by the CTCF protein
(e.g., for example, in the a- and b-globin loci) but also in
many other cases. CTCF-bound elements also interact with
each other, which has led to a model that these loci play
general roles in organizing chromosomes (Phillips and
Corces 2009). CTCF-bound sites appear to cluster in the
nucleus, which will greatly constrain the folding of chro-
mosomes (Yusufzai et al. 2004). How assembly of these
higher-order chromatin structures plays roles in regulating
genes is far from clear. CTCF-binding to the H19 imprint-
ing control region affects the pattern of looping on the
imprinted Igf2 locus, elaborated in Barlow and Bartolomei
(2014), consistent with a role in controlling other looping
interactions in a chromosomal locus. However, other stud-
ies are not consistent with such an insulator-related role.
Deletion of single CTCF-binding elements in the b-globin
locus does not affect globin gene regulation or promoter–
enhancer looping, possibly because they are redundant
(Bender et al. 2006; Splinter et al. 2006). This observation
is not consistent with a simple enhancer-blocking model in
which CTCF-bound sites determine which enhancer–pro-
moter looping interactions can occur. One additional com-
plicating factor, however, is the possibility that CTCF-
bound sites include a variety of different types of elements
depending on additional protein and RNA factors that are
recruited to these sites (Yao et al. 2010).

6 LOOPING INTERACTIONS AND GENE
REGULATION

Although the occurrence of looping interactions between
promoters and regulatory elements is now well established,
how these interactions contribute to modulating expres-
sion levels of the target genes is less well understood. Sev-
eral observations indicate that direct interactions between
promoters and distal enhancers facilitate the recruitment
of critical transcription regulators to the gene. For instance,
the a-globin enhancer has been shown to recruit RNA Pol
II first, which may then be transferred to the target pro-
moter through looping (Vernimmen et al. 2007). Other
protein complexes can be recruited in a similar manner.
Also, the LCR influences the transition of RNA polymerase
from its initiating phase to transcriptional elongation
(Sawado et al. 2003), suggesting that the LCR-promoter
interaction can help recruit elongation factors to the
promoter.
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Figure 8. Cohesin and Mediator complexes mediate long-range inter-
actions between promoters and enhancers.The Cohesin and Mediator
have been shown to act together to form and stabilize chromatin
looping interactions between gene promoters and distal enhancers
(Kagey et al. 2010). A model is shown of how these complexes might
mediate chromatin looping, although molecular details are currently
unknown. (Redrawn, with permission, from Young 2011,#Elsevier.)
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7 CONCLUSIONS

The statement, “genomes exist in space and time in the cell
nucleus” is a trivial one, but one that has long been ignored
in our studies of gene function. During the decades of
pioneering work that have led to a now detailed molecular
understanding of transcription, the consequences of spatial
and temporal aspects of genome organization were largely
ignored. This was necessary to reduce the complexity and
to make the question amenable to experimental interroga-
tion. The last decade, however, has brought the realization
that gene expression is not merely controlled by the infor-
mation contained in the DNA sequence, but that higher-
order chromatin structure features such as nucleosome po-
sitioning, chromatin fiber formation, intra- and interchro-
mosomal chromatin interactions, and even chromosome
and gene localization contribute to genome function. Not
only have we realized that these aspects of genome organi-
zation are critical, we are in the fortunate position to have
experimental tools available to test their contribution.
Although imaging-based methods have long been used
for these studies, the emergence of biochemical methods
to test physical genome interactions, coupled with afford-
able next-generation sequencing, has revolutionized our
ability to now test their functional relevance. Using these
methods, we can now fairly routinely generate complete
maps of genome interactions.

Mapping of genome interactions is only the very first
step in understanding the functional relevance of spatial
and temporal genome organization. What needs to be
done? A key step will be the generation of a large number
of genome-wide interaction maps for various cell types,
tissues, developmental stages, and diseases. Several inter-
national consortia, such as ENCODE and IHEC, are aim-
ing to generate such data. Once this information is
gathered, physical interaction profiles must be compared
with gene expression profiles, and histone modification
and DNA methylation patterns. These correlative studies
should provide some hints as to the functional relationship
between genome organization and function. To truly test
their relevance, genome organization patterns will need to
be manipulated experimentally. This can be achieved by
knockdown and overexpression approaches. This should
reveal, on the one hand, how genome organization affects
function and, on the other hand, what cellular factors de-
termine genome organization.

Mapping and understanding genome organization has
important implications for disease. For instance, we know
that the nonrandom genome organization plays a key role
in determining cancer translocations and 3C-based meth-
ods are being used to detect translocations. It is intriguing,
and not utopian anymore, to speculate that we will be able

to use genome organization for diagnostic and prognostic
purposes. Aberrant chromatin organization is increasingly
recognized as a hallmark of various diseases ranging from
common cancer to rare diseases. Of particular interest is the
possibility of using genome organization as a marker for
early stage detection of disease, taking advantage of the fact
that changes in chromatin and genome organization often
precede genetic changes.

In hindsight, it seems obvious that considering the spa-
tial and temporal organization of the genome would be an
integral part of epigenetic and genetic function, and needs
to be taken into account when attempting to unravel the
mysteries of the genome. For the first time, we are now in a
position to explore this key aspect of genome function
experimentally; there is no doubt that what we will find
will enrich our understanding and appreciation of the
complexity and intricacy of genome function.
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