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Background: Schizophrenia is a severe mental disorder 
associated with derogated function across various domains, 
including perception, language, motor, emotional, and social 
behavior. Due to its complex symptomatology, schizophre-
nia is often regarded a disorder of cognitive processes. Yet 
due to the frequent involvement of sensory and perceptual 
symptoms, it has been hypothesized that functional disin-
tegration between sensory and cognitive processes mediates 
the heterogeneous and comprehensive schizophrenia symp-
tomatology. Methods: Here, using resting-state functional 
magnetic resonance imaging in 71 patients and 196 healthy 
controls, we characterized the standard deviation in BOLD 
(blood-oxygen-level-dependent) signal amplitude and the 
functional connectivity across a range of functional brain 
networks. We investigated connectivity on the edge and 
node level using network modeling based on independent 
component analysis and utilized the brain network features 
in cross-validated classification procedures. Results: Both 
amplitude and connectivity were significantly altered in 
patients, largely involving sensory networks. Reduced stan-
dard deviation in amplitude was observed in a range of visual, 
sensorimotor, and auditory nodes in patients. The strongest 
differences in connectivity implicated within-sensorimotor 
and sensorimotor-thalamic connections. Furthermore, sen-
sory nodes displayed widespread alterations in the connectiv-
ity with higher-order nodes. We demonstrated robustness of 
effects across subjects by significantly classifying diagnostic 
group on the individual level based on cross-validated mul-
tivariate connectivity features. Conclusion: Taken together, 
the findings support the hypothesis of disintegrated sensory 
and cognitive processes in schizophrenia, and the foci of 
effects emphasize that targeting the sensory and percep-
tual domains may be key to enhance our understanding of 
schizophrenia pathophysiology.

Keywords: functional imaging/machine learning/resting 
state/schizophrenia

Introduction

Schizophrenia is a major cause of disability, affecting 
more than 26 million people worldwide.1 It is charac-
terized by abnormalities in several domains, including 
perception, language, motor, emotional processing, and 
social behavior, yet the phenomenology may be as diverse 
that 2 patients may not share one common symptom.2

With a profound understanding of the schizophrenia 
pathophysiology lacking,3 a large number of neuroimag-
ing studies have provided evidence for the dysconnectivity 
hypothesis, implying brain functional disintegration in the 
pathophysiology.4,5 Available evidence largely converges 
on decreased connectivity in schizophrenia as well as on 
the involvement of prefrontal regions, but the exact brain 
regions involved and the characteristics of the dysconnec-
tivity vary considerably across studies,6 suggesting diverse 
brain connectivity profiles in schizophrenia.7 This inconsis-
tency may in part be explained by small sample sizes, diver-
sity in age, gender and medication status, different analytical 
approaches, and true pathophysiological heterogeneity.6

Due to consistent reports of cognitive impairments,8,9 
avolition, and the involvement of higher-order brain 
regions,6 schizophrenia has been regarded a disorder of 
higher-order, cognitive functions.10 Yet the clear involve-
ment of visual, auditory, and sensorimotor processes in 
the symptomatology (eg, auditory hallucinations) sug-
gests impaired function and integration of bottom-up 
and top-down brain networks.10 Indeed, whereas auditory 
hallucinations have been regarded as a relatively common 
perceptual phenomenon (bottom-up), being overwhelmed 
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by “voices,” which is a characteristic feature of schizo-
phrenia, reflects an additional failure of inhibitory control 
(top-down).11 Consequently, dissecting the mechanisms 
of psychotic disorders requires increased knowledge 
about the interplay between and the functioning within 
sensory and cognitive brain processes. Such interplay and 
functioning can be studied using temporal correlation of 
BOLD (blood-oxygen-level-dependent) signals between 
regions (functional connectivity [FC]) as well as the signal 
variance within regions. The latter was proven a sensitive 
measure of brain integrity, revealing patterns that are not 
captured by mean-based analyses.12,13

Here, we assess the standard deviation (SD) in ampli-
tude (SDSA) and the FC of a range of large-scale brain 
networks using resting-state functional magnetic reso-
nance imaging (rfMRI) in 267 individuals including 71 
patients diagnosed with broad schizophrenia spectrum 
disorders. By complementary data-driven definition of 
brain network nodes, network modeling, and a combi-
nation of uni- and multivariate statistics, we probe brain 
connectivity features on the edge and node level. Utilizing 
machine learning for classification allows us to assess the 
sensitivity and specificity of the features.

Based on previous findings, we anticipated amplitude 
differences14 in addition to mostly reduced connectivity6 
in patients compared with controls. More specifically, 
given the significant involvement of sensory and percep-
tual processes in the symptomatology and the hypothesis 
that schizophrenia is characterized by disintegration of 
bottom-up and top-down processes,10 we hypothesized 
connectivity and amplitude alterations in visual, audi-
tory, and motor cortices, and particularly in their integra-
tion with frontal brain regions.

Materials and Methods

Sample and Ethical Approval

We included 71 patients diagnosed with broad schizophre-
nia spectrum disorders (age range: 18.1–53.4 years, mean 
age: 28.2 years, 59.2% males) and 196 healthy controls (age 
range: 17.5–46.2 years, mean age: 31.5 years, 58.2% males). 
Demographic and clinical information are summarized in 
Table 1. Patients were recruited from the hospital register 
for both in- and outpatients, whereas controls were ran-
domly selected from the Norwegian population register 
from the same catchment area. All patients underwent a 

Table 1. Demographic and Clinical Characteristics

Characteristics Schizophrenia Healthy Controls

Demographics
 Total number N = 71 N = 196
 Age (mean years ± SD)a 28.2 ± 7.8 31.5 ± 7.8
 Gender (abs male, %)b N = 42, 59.2% N = 114, 58.2%
 Handedness (% right)c,d 92.8% 87.6%
Symptom rating (mean ± SD)e

  Positive and Negative Syndrome Scale (PANSS) total score 58.1 ± 13.7
 PANSS general score 30.0 ± 6.8
 PANSS positive score 13.3 ± 4.9
 PANSS negative score 14.8 ± 5.0
 GAF symptom score 46.1 ± 14.0
 Global Assessment of Functioning (GAF) function score 47.0 ± 12.3
Medication (abs, mean DDD ± SD)f

 First generation antipsychoticsg N = 5, 2.82 ± 3.3
 Second generation antipsychoticsg N = 56, 1.47 ± 2.0
 Antidepressiva N = 21, 2.51 ± 4.2
 Antiepileptica N = 3, 0.32 ± 0.2
Substance/alcohol usage and smoking
 Substance abuse N = 1, 1.4%
 Alcohol abuse N = 1, 1.4%
 Substance addiction N = 12, 16.9%
 Alcohol addiction N = 6, 8.5%
 Smokers N = 40, 56.3%

Note: aGroups significantly different in age: t = 3.1, P < .003.
bGroups not significantly different in gender: χ2 = 0.02, P = .9.
cGroups not significantly different in handedness: χ2 = 1.2, P = .27.
dIncomplete handedness data from N = 15 (schizophrenia), N = 11 (healthy controls).
eIncomplete symptom scores from N = 4.
fDDD = defined daily dose. Incomplete medication record from N = 9. Three patients did not receive any of the listed medications.
gThe patients were treated with the following antipsychotics (N, mean DDD ± SD): Amisulpride (N = 3, 1.58 ± 0.8), Aripirazole (N = 15, 
0.82 ± 0.3), Chlorprothixene (N = 1, 1 ± 0), Clozapine (N = 4, 0.68 ± 0.7), Flupentixol (N = 1, 6.67 ± 0), Haloperidol (N = 1, 6.25 ± 0), 
Ievomepromazine (N = 2, 0.1 ± 0.1), Olanzapine (N = 19, 1.09 ± 0.6), Palliperidone (N = 5, 4.43 ± 5.7), Quetiapine (N = 17, 0.78 ± 0.6), 
Risperidone (N = 9, 0.71 ± 0.3).
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clinical interview by trained clinicians and were diagnosed 
according to the Diagnostic and Statistical Manual of 
Mental Disorders, Fourth Edition. Subdiagnoses included 
schizophrenia (N = 33), schizoaffective disorder (N = 12), 
schizophreniform disorder (N = 3), and psychosis not oth-
erwise specified (N = 23). General exclusion criteria were 
an intelligence quotient below 70, history of head trauma, 
or other neurological disorders. In addition, healthy con-
trols were excluded if they had first-degree relatives with 
mental disorders or if they had any history of drug addic-
tion. All scans were examined by a neuroradiologist to 
rule out severe brain pathology. All participants signed 
informed consent prior to enrollment. Appropriate ethi-
cal approval was obtained, and all procedures were in line 
with the declaration of Helsinki.

MRI Data Collection

MRI scans were obtained from a General Electric (Signa 
HDxt) 3.0T scanner with an 8-channel head coil at Oslo 
University Hospital. Functional data were acquired 
with a T2*-weighted 2D gradient echo planar imaging 
sequence with 203 volumes (repetition time [TR]: 2.638 
s; echo time(TE): 30 ms; flip angle (FA): 90°; voxel size: 
4 × 4  × 3 mm; slices: 45; field of view (FOV): 256 mm2; 
duration: 553 s). To assure equilibrium was reached, we 
discarded the first 5 volumes (ie, 198 volumes used). In 
addition, a structural scan was acquired using a sagittal 
T1-weighted fast spoiled gradient echo sequence (TR: 7.8 
s; TE: 2.956 ms; TI [inversion time]: 450 ms; FA: 12°; voxel 
size: 1.0 × 1.0 × 1.2 mm; slices: 170; FOV: 256 mm2; dura-
tion: 428 s).

MRI Processing

fMRI data were processed on single-subject level using the 
FMRI Expert Analysis Tool from the FMRIB Software 
Library (FSL15), including spatial smoothing (FWHM [full 
width at half maximum] = 6 mm), high-pass filtering (90 s), 
motion correction (MCFLIRT16), and single-session inde-
pendent component analysis (ICA) using MELODIC.17 
Supplementary table 1 provides an overview of in-scanner 
subject motion defined as the average root mean square 
of the displacement from one frame to its previous frame 
for each data set. None of the subjects was excluded based 
on these estimates. Instead, we used FIX18 to identify and 
remove noise components (standard training set, thresh-
old: 20), yielding a cleaned data set for each subject (Pruim 
et al19, for verification of method).

We used automated brain segmentation (Freesurfer20) 
of the T1-weighted data to obtain brain masks used for 
co-registration to a standard coordinate system using 
FLIRT,21 optimized using boundary-based registration22 
and FNIRT.23 Next, using the temporal concatenation 
approach in MELODIC, we performed group-level 
ICAs with different model orders, estimating 20, 40, 60, 
and 80 components. Due to computational resources, 

group-level ICAs were based on a randomly selected sub-
set of participants, matched for age and diagnosis (45 per 
group; not significantly different in age, P = .54). Next, 
using dual regression,24 we estimated individual compo-
nent spatial maps and corresponding time series for each 
subject and for each model order. All components were 
manually screened and components reflecting noise were 
discarded. Informed decision was based on thresholded 
spatial maps (z > 4, regional loci outside reasonable 
areas) as well as frequency decomposition of the compo-
nents’ time courses (shift toward high frequencies). The 
number of kept components per model order was d20: 
14, d40: 28, d60: 38, and d80: 47.

Then, after regressing out the time series of the dis-
carded components from the time series of the remain-
ing components, we computed the temporal Pearson 
correlation coefficients between each component using 
FSLNets.25 The resulting correlation matrices represent 
the FC matrices, from which we selected the most appro-
priate model order for subsequent analysis (see “Machine-
Learning-Based Model Selection” section). In addition, 
we computed L1-regularized partial correlation matrices 
with a range of λ values as alternative measures of FC to 
test the robustness across methods. Furthermore, for each 
data set, we computed the SD of each component’s time 
series as a measure of nodal strength using FSLNets.25 
We refer to this measure as standard deviation of signal 
amplitude (SDSA).

Machine-Learning-Based Model Selection

A commonly accepted method for selecting the most 
appropriate model order for ICA does not exist. To 
complement the data-driven analysis procedure, we com-
pared various model orders in a machine-learning-based 
approach. For each model order, we trained a regular-
ized linear discriminant analysis (shrinkage LDA26,27) 
classifier on the full set of edgewise correlation coeffi-
cients (half  of the FC matrix) using leave-one-out (LOO) 
cross-validation. This resulted in a cross-validated esti-
mate of classifier performance for each model order. We 
used the Matthews correlation coefficient (MCC28,29) to 
assess classifier performance as it accounts for imbal-
ance in the number of subjects per group. The MCC can 
vary between −1 (all decisions wrong) and 1 (all deci-
sions correct), with 0 indicating random classification. 
To investigate how well the model orders capture case-
control differences, we performed permutation tests for 
each model order, by randomly permuting the diagnostic 
labels 10 000 times30 and rerunning LOO-validated clas-
sification for each permutated data set.

Case-Control Differences in Functional Connectivity 
and Signal Amplitude

To facilitate functional characterization of the brain 
network nodes, we clustered components based on the 
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Euclidean distances of the temporal correlations using 
the linkage function in Matlab (The Mathworks Inc), as 
implemented in FSLNets.25 This step is mainly for visual-
ization purpose. Next, we investigated case-control differ-
ences running an analysis of covariance (ANCOVA) on 
the SDSA of each node and the strength of each edge and, 
lastly, utilized regularized LDA to estimate the robustness 
of the case-control differences on a single-subject level.

Analysis on Edge Level. For each edge in the connec-
tivity matrix, we performed an ANCOVA to test for 
effects of diagnosis while accounting for age and sex. 
This entailed a large number of tests, thereby increasing 
the probability of false positives. To facilitate transpar-
ency, we applied 2 levels of alpha correction, the false 
discovery rate (FDR31,32) and a strict Bonferroni correc-
tion. FDR level was computed for each test separately 
with a FDR level q = 0.05 and a threshold based on the 
assumption of independence or positive dependence for 
all reported FDR corrections. Throughout the manu-
script, we report raw P values to provide full transpar-
ency. From the ANCOVA table, we computed edgewise 
partial eta-squared effect sizes to estimate the strength of 
effects. Finally, we used the machine-learning approach 
described above to assess the reliability of edge effects. 
Both analyses, edgewise ANCOVA and classification, 
were also performed on the regularized partial correla-
tion matrices.

Analysis on Node Level. We conducted 2 analyses on 
the node (component) level. First, to estimate the relative 
importance of each node’s connectivity in the case-con-
trol classification, we iteratively ran the above-described 
machine-learning procedure for each of the 47 nodes 
based on their 46 edges to all other nodes only. To assess 
the reliability of the obtained classifier performances, we 
ran an additional permutation test with 10 000 iterations 
for every node, each implementing a full LOO validation. 
Second, we tested for group differences in the nodewise 
SDSA using ANCOVA, covarying for age and sex.

Results

Model Selection and Clustering

Classifier performance as evaluated by the MCC was signifi-
cantly above chance for all model orders (d20: MCC = 0.343, 
P < .0001; d40: MCC = 0.280, P = .0001; d60: MCC = 0.342, 
P = .0001; d80: MCC = 0.344, P < .0001), indicating robust 
case-control differences across dimensionalities. Here, we 
selected d80 as model order for all analyses, as it reached 
highest MCC while also providing a reasonable anatomi-
cal separation of components. The clustering tree of the 47 
independent components is depicted in figure 1A and 1B, 
for a detailed description of components, see supplementary 
figure 1 and supplementary table 2.

Case-Control Differences in Functional Connectivity 
and Signal Amplitude

Analysis on Edge Level. Figure 1C depicts effect sizes for 
all edges displaying significantly altered FC as obtained 
from the Pearson correlation matrices. The 5 strongest 
effects of diagnosis all involved sensorimotor nodes (ICs 
5, 20, 36, and 18), 4 of which showed decreased connec-
tivity in patients within sensorimotor edges and 1 dis-
playing increased connectivity with the thalamus (all P < 
.00005). This pattern was also visible at the less conser-
vative FDR threshold with 20 of the 32 significant edges 
linking to sensorimotor nodes (all P < .0015). Eight of 
the sensorimotor edge effects at FDR level were seen 
between sensorimotor nodes, yet there were also wide-
spread alterations in connections to higher-order net-
works such as the dorsal attention network (IC 17–36) 
and default mode network (IC 1–18, IC 11–36, IC 11–18). 
Apart from sensorimotor effects, we found decreased con-
nectivity within the dorsal attention network (IC 17–22), 
between dorsal attention network and default mode 
network (IC 22–11), and between the thalamus and the 
caudate (IC 39–24), among others. Altogether, effects 
appeared mostly due to decreased FC in patients (65.6% 
of the significant edges). For the various sets of (regular-
ized) partial correlation matrices, ANCOVAs consistently 
revealed one edge between left and right postcentral gyrus 
surviving Bonferroni correction in all sets (IC 20–36). 
Supplementary figure 2 provides full details.

We further validated these effects in a multivariate clas-
sification analysis using LOO cross-validation. Based on 
the full set of edges from the Pearson correlation matrices, 
we classified between cases and controls with an MCC of 
0.344 (raw accuracy: 75.3%, sensitivity: 47.9%, specificity: 
85.2%). The obtained classification accuracy was highly 
above chance with none of the 10 000 label-permuted data 
sets resulting in better MCC (ie, P < 10−4). The best classifi-
cation result on regularized partial correlation matrices was 
obtained with λ = 0.125 (MCC: 0.41, raw accuracy: 77.9%, 
sensitivity: 50.7%, specificity: 87.8%). Supplementary 
table  3 compares classification accuracies obtained with 
each set of (regularized) partial correlation matrices.

Furthermore, because the patient group included a rel-
atively large cohort of patients diagnosed with psychosis 
not otherwise specified, we ran LOO-based classification 
with these patients (N = 23) excluded. For full correla-
tion matrices and regularized partial correlation matrices 
with high λ, classification accuracy improved due to an 
increase in specificity. Again the best result was obtained 
for λ  =  0.125 (MCC: 0.47, raw accuracy: 84.4%, sensi-
tivity: 50.0%, specificity: 92.8%; λ  =  0.15 gave similar 
results). For nonregularized partial correlations and those 
with low λ, sensitivity largely decreased. Supplementary 
table 4 summarizes all results of this exclusion analysis.

Finally, in addition to LOO cross-validation, we per-
formed 10 000 classifications on the full correlation matrices 
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using a random split approach with 75% of data as train-
ing and 25% as test set. Supplementary figure 3 summa-
rizes the results. Briefly, average classification performance 
closely resembles the LOO-based results (MCC: 0.34, raw 
accuracy: 75.8%, sensitivity: 46.5%, specificity: 86.0%).

Analysis on Node Level. Figure  1D summarizes the 
above-described univariate edge effects on the node level. 
For a closer investigation of the involvement of each 
individual node, we performed several further analyses 
on the node level. First, we classified between cases and 
controls using only edges of a single node (46 features) 
and validated each node’s MCC against an empirical null 
distribution generated across 10 000 permutations, see fig-
ure 2. The 10 nodes significant at Bonferroni level (MCC 
range: 0.24–0.36, all P < .001) included 1 visual (IC 33), 

5 sensorimotor (ICs 5, 20, 36, 18, 25), 1 dorsal attention 
(IC 17), 2 frontoparietal (IC 30, IC 34), and 1 thalamic 
node (IC 39). For one sensorimotor component (postcen-
tral gyrus, IC 36), MCC obtained from just the 46 cor-
responding edges was higher than the MCC obtained on 
the full set of 1081 features. Supplementary table 6 pro-
vides full details on nodewise classification. Second, we 
compared nodewise SDSA across groups. As shown in 
figure  3, 11 nodes displayed reduced SDSA in patients 
significant at a Bonferroni level, involving visual (ICs 2, 
33, 26, 21, 37), sensorimotor (ICs 5, 20, 36, 18), auditory 
(IC 10), and default mode (IC 11) network nodes (all P < 
.001, ηP

2 0 0= . .5 8  − ).

Associations to Medication, Symptom Scores, and 
Substance Use. We investigated effects of medication, 

Fig. 1. Node- and edgewise differences between patients and healthy controls. (A) Data-driven clustering of independent components 
based on temporal correlations. (B) 47 independent components (model order 80; 33 noise components removed from the analysis). For a 
more detailed overview of components, see supplementary table 2 and supplementary figure 1. (C) Edgewise comparison of functional con-
nectivity. Edges that show a significant effect of diagnosis are depicted as colored squares. The color represents partial eta-squared effect 
sizes that were accompanied with a sign to indicate the direction of the effect (toward blue: reduced connectivity in patients; toward red: 
increased connectivity in patients). All black squares are nonsignificant. White dots indicate effects at a nominal alpha level. To account 
for multiple comparisons, the lower half  of the matrix displays only those edges that were significant at false discovery rate (FDR) level 
(21↓ + 11↑ significant edges with P < .0015). The upper half  applies a Bonferroni correction (4↓ + 1↑ significant edges with P < .00005). 
(D) Absolute number of edge effects per node at FDR corrected alpha level (computed from panel C). The background color reflects the 
cluster a node belongs to (see panel A).
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symptoms, and substance use on FC and nodal SDSA 
within the patient group using ANCOVAs, accounting 
for age and gender. The results are provided in full detail 
in the supplementary material. Briefly, none of the edges 
(FC) and nodes (SDSA), showing a main effect of diag-
nosis, was significantly affected by either of the measures 
(defined daily dose of antipsychotic treatment, PANSS, 
GAF, substance addiction, smoking).

Motion as a Potential Confounder of Results

Patients showed significantly more in-scanner motion 
(t = −3.9, P < .0001), and FIX removed a significantly 
higher proportion of noise components from the patient 

group (t = −2.2, P < .05 and also removed more of the 
variance from the raw fMRI data, both in terms of 
absolute and relative variance [both t = −2.8, P < .05]). 
Proportion of noise removed was significantly correlated 
with amount of subject motion (r = .52, P < 1e-19 across 
groups, r = .53, P < 1e-05 within patient group, r = .53, 
P < 1e-14 within control group). Supplementary table 5 
provides additional descriptive statistics on FIX clean-
ing and supplementary figure 4 illustrates the impact of 
FIX cleaning on the voxel level, both within and across 
groups.

In addition to the use of FSL’s FIX algorithm for data 
cleaning, we assessed the possible confounding effects 
of motion by including in-scanner subject motion as an 

Fig. 3. Comparison of mean standard deviation in signal amplitude. The red and black lines depict mean SD of time series within 
patients and controls, respectively. The color in the background of each node indicates the level of significance of an analysis of 
covariance testing for differences between schizophrenia and healthy controls while accounting for age and gender.

Fig. 2. Classification based on the 46 edges of each single node. The red line depicts obtained Matthews correlation coefficient (MCC). 
The solid black line indicates chance level (MCC = 0) and the dashed black line indicates MCC level achieved with full set of features 
(all 1081 edges). The color in the background of each node indicates the level of significance obtained from 10 000 permutation tests per 
node. For details, see supplementary table 6.
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additional covariate in the ANCOVA models. Effect sizes 
with motion included in the model were significantly 
correlated to the above-reported effect sizes for both 
nodal SDSA (r = .42, P < .01) and edgewise connectiv-
ity analysis (r =  .96, P < .00001, Pearson correlations). 
The number of significantly altered edges in connectivity 
analysis based on Pearson correlations decreased to 12 at 
FDR (alpha level decreased to alpha < .0005; IC 2–21, 
5–20, 5–36, 5–39, 11–22, 17–35, 17–36, 18–36, 20–36, 
22–25, 24–39, 38–39) and 3 at Bonferroni level (IC 5–36, 
5–39, 20–36) when accounting for motion, yet all but one 
(P = .02, IC 4–25) of those edges that were no longer sig-
nificant were still at the border of significance (maximum 
P = .006). Finally, for SDSA analysis, 4 of the 11 signifi-
cant nodes remained significant at Bonferroni level when 
accounting for motion, yet all but one (IC 10: P =  .06) 
were still significant at an FDR level of P < .011.

To investigate if  motion might have a selective impact 
on connectivity depending on edges distance,33 we con-
ducted for each group an ANCOVA testing for main effect 
of motion on FC, while accounting for age and gender. 
Partial eta-squared effect sizes of the ANCOVA did not 
correlate with the Euclidean distance of the edges, neither 
for controls (r = .008, P = .8) nor for patients (r = −.004, 
P= .9).

Discussion

We have shown widespread brain FC and amplitude 
differences between patients with broad schizophrenia 
spectrum disorders and healthy controls using rfMRI 
and network modeling. We observed significant differ-
ences on edge and node level, indicating comprehensive 
system-level brain network dysfunctions in schizophre-
nia. A  range of analyses on amplitude (SDSA) and 
connectivity converged on particularly strong effects in 
sensory, somatosensory, and motor nodes. These findings 
question the notion of schizophrenia as primarily a cog-
nitive disorder and support that symptoms may in fact 
rather reflect cumulative cascade impairments originating 
in sensory and perceptual dysfunctions, in combination 
with failed integration between lower- and higher-order 
processes.10,11 These novel findings will be discussed in 
detail below.

Connectivity and Amplitude Effects Largely Involve 
Sensory Nodes

The finding that sensorimotor nodes were largely involved 
across analyses is in line with previous reports of premo-
tor and motor cortex dysfunction34 and the presence of 
motor symptoms in nonmedicated patients with schizo-
phrenia.35,36 For analyses on various regularized partial 
correlations, one edge between the right and left post-
central gyri consistently remained significant, suggest-
ing that most of the above-reported effects may be partly 

mediated by third-party regions. The postcentral gyrus 
has been repeatedly found to show reduced gray matter 
density in schizophrenia,37 and as outlined recently, its 
reduced connectivity plays a central role in early-onset 
schizophrenia.38

Our sensorimotor findings were accompanied by 
reduced SDSA in visual nodes as well as altered connec-
tivity in edges involving visual nodes. This is in line with 
previous studies documenting sensory and perceptual 
deficits in various domains from early-stage processing to 
cognitive stimulus interpretation.39,40 The strong sensory 
involvement overlaps with findings from electroencepha-
logram studies, associating schizophrenia with a broad 
range of sensory deficits reflected among various event-
related potentials (eg, reduced pre-pulse inhibition (PPI), 
MMN [mismatch negativity], P1, P3).40

Our data support both focal (within sensorimotor/
visual nodes) and distal (between sensorimotor/visual 
and thalamus/higher-order nodes) connectivity differ-
ences in schizophrenia, including edges implicating dor-
sal attention, default mode, frontoparietal, and thalamus 
nodes. The thalamo-cortical functional disintegration 
in schizophrenia is in line with the prominent role of 
the thalamus in relaying and coordinating information 
between various cortical sources, including perceptual 
and motor processes, and supports a role of altered thala-
mus connectivity in the pathophysiology.41,42 Its increased 
connectivity to sensorimotor networks is in line with 
recent investigations of thalamo-cortical disturbances 
in schizophrenia,14,43,44 and may support the notion of 
schizophrenia being a neurodevelopmental disorder,3 
because modulation of thalamo-sensorimotor connectiv-
ity has been associated with brain maturation pointing to 
a strong over-connectivity in children.44,45

All significant differences in node amplitude were due 
to reduced SDSA in patients. This is inconsistent with 
a recent report showing increased voxelwise variance in 
schizophrenia,14 yet is in line with the reasoning that vari-
ability is crucial for neural systems to transition between 
multiple functional states,46 with greater variability gen-
erally reflecting superior brain functioning.12,13 Reduced 
variance may (among others) reflect decreased FC, ham-
pering the adaptability of the neural system.13,47,48 The 
sensorimotor nodes showing a significant reduction in 
SDSA in our study also displayed significant connectivity 
alterations. However, reduced SDSA in visual and audi-
tory nodes did not coincide with connectivity alterations 
in several of these nodes.

Robustness of Results and Future Perspectives

The current effects appeared relatively robust on single-sub-
ject level, as validated using machine learning and cross-val-
idation. Using the full set of edges, we reliably discriminated 
between cases and controls with classification performance 
highly above chance. Interestingly, the edges of a single 



1333

Sensorimotor Dysconnectivity in Schizophrenia

node (IC 36, postcentral gyrus) were sufficient to reach simi-
lar level of performance. However, the sensitivity estimates 
from the classification analyses do not support a direct 
clinical application. It might be improved when including 
a larger, well-balanced sample with respect to subdiagnoses 
and employing an alternative diagnostic nosology based on 
a dimensional symptom-based perspective.49 With respect 
to robustness across subjects, the cross-validation results 
show initial promise for a future utilization of neuroimag-
ing markers in clinical contexts as a complement to clinical 
interviews. Using similar ICA-based network features has 
recently proven reliable for classification of mental states.50

Limitations

As for any study using MRI, we cannot fully rule out 
that our findings are influenced by subject motion. Yet 
we addressed this issue to the best of our capabilities, 
including ICA and machine-learning-based data cleaning 
(FIX18) in addition to regressing out motion parameters 
and incorporation of relative motion as a covariate in sta-
tistical analysis. FIX removed a significantly higher pro-
portion of noise components from the patient group and 
the proportion of noise removed was significantly corre-
lated with motion, both within and across groups. The 
reliability of FIX cleaning with respect to network repro-
ducibility has recently been verified.19 Furthermore, our 
main results of altered sensorimotor connectivity, both 
within sensorimotor nodes and to the thalamus, were 
unaffected when including motion as a covariate. Taken 
together, we are thus confident that the main effects 
reported in this article cannot be explained by motion.

Our analysis pipeline did not include a regression of the 
global signal, in line with studies using similar approaches,24,51 
and the result of a recent evaluation on the benefits of global 
signal regression (GSR).19 Considering that the global signal 
likely contains both signal and noise, GSR decreases signal 
of interest.19 We thus used FIX to remove noise components 
selectively. In addition, global signal will have minimal influ-
ence on partial correlation network matrices, which character-
ize the extent of unique shared signal between pairs of nodes.

Furthermore, medication effects could have affected 
our results. This is difficult to assess due to the colinearity 
between diagnosis and medication status. Medication effects 
should thus be assessed individually by an appropriately 
designed study (randomized controlled trial) to control the 
range of confounders. However, it has been shown that sen-
sorimotor effects in schizophrenia are present independent 
of medication,52 attenuating the probability of medication 
effects confounding our main results. Finally, our sample 
included 23 patients diagnosed with psychosis not other-
wise specified. Although these patients fall into the broad 
schizophrenia spectrum disorders category, their inclusion 
may hamper both the generalization and diagnostic speci-
ficity of our results. We addressed this by an additional 
analysis with these patients excluded. As a result, specificity 

increased (the classifier improved on identifying controls). 
For partial correlation matrices with low λ, the increase in 
specificity was accompanied by a decrease in sensitivity. 
This may point to reduced reliability of regularized net-
works with low λ, yet the impact of the decreased sample 
size is unknown. A larger, well-balanced sample would be 
preferable to allow for diagnostic subgroup analysis.

Conclusion

Here, we provide strong evidence for impaired functioning 
within sensory brain networks in schizophrenia, as outlined 
by reduced SD in signal amplitude in visual, auditory, and 
sensorimotor nodes. Connectivity alterations were particu-
larly strong among sensorimotor nodes, indicating reduced 
connectivity within sensorimotor nodes and alterations in 
their connections to the thalamus and brain networks sup-
porting higher-order cognitive functions. The consistency 
to which sensorimotor nodes stood out across a range of 
analyses (SDSA, FC) and network estimation procedures 
(full correlations, [regularized] partial correlations) sup-
ports that sensorimotor networks are disrupted in schizo-
phrenia. Thus, shifting future research focus from the 
cognitive to the sensory domain may enhance our under-
standing of schizophrenia pathophysiology.40
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