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Special Section

Individuals with type 1 diabetes (T1D) use prandial insulin 
doses to balance the effects of a meal.1 The meal’s carbohy-
drate (CHO) content is a key factor in determining the opti-
mal dose and maintaining normal blood glucose levels. 
According to clinical studies in insulin-depended children 
and adolescents, an error of ± 10 grams in CHO counting 
does not affect postprandial glycemia,2 yet an error of ± 20 
grams substantially impairs the postprandial control.3 
Diabetics have to attend courses on CHO counting based on 
empirical rules; however even well trained patients face dif-
ficulties, according to studies.4-6 In Brazeau et al,4 the aver-
age error in CHO counting by 50 T1D adults was 15.4 ± 7.8 
grams, while in Bishop et al5 only 11 of 48 adolescent T1D 
patients estimated daily CHO with an error less than 10 
grams. In a study involving children with T1D and their care-
givers, CHO estimations were inaccurate by at least ± 15 
grams for 27% of the meals.6

The global spread of diabetes—together with the proven 
inability of diabetics to accurately assess their diet—raised the 
urgent need for automated tools and services that will support 

T1D patients with CHO counting. Recently, the ubiquity of 
smartphones with enhanced capabilities, along with recent 
advances in computer vision, has permitted the development 
of image analysis applications for automatic assessment of 
food intake.7 The input of such a system consists of a few 
images or a short video of the upcoming meal, as captured by 
the user’s smartphone. The data are then processed—either 
locally or on a remote server—to automatically assess the 
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Abstract
Background: Individuals with type 1 diabetes (T1D) have to count the carbohydrates (CHOs) of their meal to estimate the 
prandial insulin dose needed to compensate for the meal’s effect on blood glucose levels. CHO counting is very challenging 
but also crucial, since an error of 20 grams can substantially impair postprandial control. Method: The GoCARB system is a 
smartphone application designed to support T1D patients with CHO counting of nonpacked foods. In a typical scenario, the 
user places a reference card next to the dish and acquires 2 images with his/her smartphone. From these images, the plate 
is detected and the different food items on the plate are automatically segmented and recognized, while their 3D shape is 
reconstructed. Finally, the food volumes are calculated and the CHO content is estimated by combining the previous results 
and using the USDA nutritional database. Results: To evaluate the proposed system, a set of 24 multi-food dishes was used. 
For each dish, 3 pairs of images were taken and for each pair, the system was applied 4 times. The mean absolute percentage 
error in CHO estimation was 10 ± 12%, which led to a mean absolute error of 6 ± 8 CHO grams for normal-sized dishes. 
Conclusion: The laboratory experiments demonstrated the feasibility of the GoCARB prototype system since the error 
was below the initial goal of 20 grams. However, further improvements and evaluation are needed prior launching a system 
able to meet the inter- and intracultural eating habits.
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corresponding nutritional profile by recognizing the types and 
quantities of foods present.

The first attempt at food recognition was the DiaWear  
system.8 This system aims to provide calorie information to 
diabetic patients and considers 4 fast-food products. One 
photo of the meal is used with the different items separated, 
the background lighter than the food and a reference object 
placed next to the food. The nutritional content is directly esti-
mated via reference tables for the specific foods and without 
attempting to estimate the volume. In Chen et al,9 a panoramic 
video of a dish is captured and matched with a meal from the 
database to estimate the calorie content assuming that meals 
have a fixed size. The Pittsburgh fast food image data set10,11 
contained 7 classes of fast food products and it was created to 
test food recognition algorithms; once again the food portion 
was not considered. Zhu et al proposed a dietary assessment 
system in the framework of the TADA project.12 The system 
uses 1 meal image and considers 19 food classes. Food vol-
ume is estimated by fitting spherical or prismatic 3D models 
on the detected food areas, while the nutritional information is 
obtained from public databases. However, the use of a single 
image to estimate the food’s volume inevitably depends on 
weak assumptions about its 3D shape.

Having multiple food images permitted the utilization of 
more advanced image analysis methods, especially for the 
volume estimation. Kong et al13 proposed DietCam, an appli-
cation for obesity prevention which requires 3 images or a 
video of a meal to estimate its calories. To this end, each food 
item is segmented and recognized after being matched to an 
image database and the volume is estimated by sparsely 
reconstructing its 3D shape and fitting an appropriate model. 
However, critical system characteristics, like the food classes 
considered are not specified, while the proposed matching 
method is typically used for detection of known objects 
rather than object classes. Puri et al14 proposed the Food 
Intake Visual and Voice Recognizer, a system that requires a 
sequence of images as an input, 3 of which are used to per-
form dense stereo reconstruction and estimate the volume. 
Food segmentation and recognition relies on the classifica-
tion of local image patches and, although 26 food types are 
supported, the system asks the user to list the existing food 
types through speech, to enhance classification accuracy. In 
Pouladzadeh et al,15 a system for calorie measurement was 
proposed. This system considers 30 food classes and requires 
2 images, with the user’s thumb as a reference object. One 
image is taken from the top to estimate the food area, another 
from the side to estimate height and then the 2 values are 
multiplied to obtain the volume. However, capturing the dish 
from the side obviously causes occlusions, while assuming 
constant height for all the food items will introduce large 
errors, as will any misplacement of the thumb.

Although several systems have been proposed for dietary 
assessment on mobile devices in the past decade, they rely on 
strong assumptions, which often do not hold in real life, or 
require too much user input. In the current study, we present 

the GoCARB system, a smartphone application especially 
designed to provide CHO estimations to individuals with T1D, 
by using 2 meal images from different viewing angles with a 
reference card placed next to the dish. The system is fully 
automatic with integrated guiding tools for the acquisition of 
the images, while there are no assumptions about the shape of 
the food items. The prototype is designed to deal with

•• Elliptical plates with a flat base
•• Single-dish images
•• Fully visible food items

There are 9 broad food classes considered which were 
defined in collaboration with the Department of 
Endocrinology, Diabetology and Clinical Nutrition at Bern 
University Hospital, “Inselspital” (Inselspital). The classes 
were defined to be consistent both visually and in their CHO 
density: pasta, potatoes, meat, breaded food, rice, green 
salad, mashed potatoes, carrots, and red beans.

In the remainder of this article, the system’s outline is 
briefly presented, followed by the results of the technical 
evaluation and finally some concluding remarks.

System Outline

The GoCARB system is a smartphone application designed to 
support T1D patients with CHO counting by providing auto-
matic, accurate and near real-time CHO estimation for non-
packed foods. In a typical scenario, the user places a credit 
card-sized reference object next to the meal and acquires 2 
images using his or her smartphone. The first image is acquired 
above the dish at a distance of 30-40 cm, and the second at 
20-30 degrees from the vertical axis crossing the center of the 
dish. A graphical user interface guides the user in choosing the 
optimal angles for image acquisition based on the smart-
phone’s built-in sensors (accelerometer and gravity sensor). 
The images are then transmitted to a dedicated server via 
Wi-Fi or the mobile network, where a series of computer 
vision modules are activated. Specifically, the plate is detected 
and the different food items on the plate are automatically seg-
mented and recognized, while their 3D shape is reconstructed. 
On the basis of the shape, the segmentation results and the 
reference card, the volume of each item is then estimated. The 
CHO content is calculated by combining the food type with its 
volume, and by using the USDA nutritional database. Finally, 
the results are transmitted back to the smartphone and dis-
played to the user. The conceptual diagram of the developed 
system is presented in Figure 1. The basic modules of the sys-
tem are described in the following paragraphs.

Visual Database

For the design, development and testing of the system, 2 
visual data sets were created, including a broad spectrum of 
non-packed European foods with arbitrary 3D shapes:
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•• Web data set: 3800 food images downloaded from 
the Internet. The images are characterized by high 
visual diversity due to different shooting conditions 
(background, lighting conditions, angle, arbitrary 
serving, etc), and they were used for experimenting 
with the food recognition module.

•• Inselspital data set: 1620 images from 248 multi-
food served meals were acquired under controlled con-
ditions, with the reference card next to the dish. The 
meals were prepared at the Inselspital’s restaurants. 
For each meal, the foods were manually identified and 
localized, while their actual volume and CHO grams 
were calculated by using a depth sensor and the USDA 
database. This data set was used for the design, devel-
opment and evaluation of the all the system modules.

Samples of the created food image data sets are presented in 
Figure 2.

Plate Detection

Plate detection is the first and most crucial module in the pro-
posed system: most of the remaining image analysis modules 

rely on the precise localization of the plate area to detect and 
assess the food in an accurate and efficient way. To this end, 
we use an ellipse detector, which covers all useful types of 
perspective distortion for an elliptical plate.16 First, the origi-
nal image (Figure 3a) is downscaled to speed up the execution 
and then an edge map is generated by the Canny edge detector 
(Figure 3b).17 The detector requires specific thresholds, which 
are determined adaptively according to the average gradient 
magnitute of the image, thus the plate can be detected accu-
rately even in low contrast images. The edges produced are 
thinned and smoothed before junctions and high curvature 
points are eliminated. Of the remaining edge segments only 
those above a size threshold are retained (Figure 3c). Finally, 
each segment is used as a data point in an incremental random 
sample consensus (RANSAC) paradigm,18 which fits the 
appropriate ellipse model to the data (Figure 3d).

Food Segmentation

Segmentation localizes and segments the different food 
items which are then classified by the recognition  
module.16 The foods need not be physically separate, but 
cannot overlap, otherwise the volume estimations would 

Figure 1. Conceptual diagram of GoCARB.

Figure 2. Visual data sets used for training and testing GoCARB’s modules: (a) Inselspital database, (b) web database.
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be biased toward the top item. Initially the images are 
cropped around the previously detected ellipse (Figure 4a) 
and converted to the CIELAB color space. CIELAB is a 
perceptually uniform color space, so that the Euclidean 
distance between 2 colors in the space is equivalent to the 
visual difference observed by humans. Pyramidal mean-
shift filtering19 is then applied which smoothes the fine-
grain texture while preserving the dominant color edges 
(Figure 4b). Thus, pixels of the same food item tend to 
have colors similar to each other and distinguishable from 
the rest of the segments. A region growing algorithm fol-
lows to merge the pixels of similar colors into segments 
and produces the initial segmentation (Figure 4c). The pro-
posed region growing algorithm chooses seeds randomly 
from the nonvisited pixels, and expands them to all direc-
tions where the color distance of a neighboring pixel is less 
than a threshold. Finally, each region with an area under a 
threshold is merged with its closest neighbor in terms of 
color (Figure 4d). To eliminate any segments that belong to 
the background or to the plate, we use the detected ellipse 
once more. A segment is considered as background if more 
than 10% of its area is outside the detected plate. 
Furthermore, if a segment shares borders with the back-
ground for more than 10% of its contour’s length it is 
labeled as a plate region and discarded. The method 

achieved an accuracy of 88.5% when tested in a data set of 
manually annotated food images.16

Food Recognition

The recognition module consists of 2 stages: description and 
classification.16 We use color and texture feature sets for the 
food description, which are both histogram-based so they 
can be easily computed regardless of the segment’s shape, 
and normalized by its size. For color features, the histogram 
of the 1024 most dominant food colors is used. To this end, 
a hierarchical version of the k-means algorithm20 is applied 
to cluster the color space created by the training set of food 
images. Thus, the centers of the generated clusters represent 
the dominant colors considered. The hierarchical k-means is 
chosen rather than the original k-means to enhance effi-
ciency during feature calculation. As for texture features, 
the 256 values of the local binary pattern (LBP)21 histogram 
are used. After combining color and texture features, a vec-
tor of 1280 dimensions is created and fed to a nonlinear sup-
port vector machine (SVM),22 with a radial basis function 
(RBF) kernel that assigns the segment to 1 of 9 predefined 
food classes. The proposed method succeeded an overall 
accuracy in the range of 87-90% for different data sets and 
food classes.16,23 The training and evaluation of the SVM 

Figure 3. Example of the plate detection method: (a) Original image. (b) Canny edge map. (c) The edge map after eliminating junctions, 
high curvature points, and small edge segments. (d) The detected ellipse.
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was done within a 10-fold cross-validation scheme to avoid 
biases and overfitting.

3D Model Reconstruction and Volume Estimation

To estimate the food’s volume, its 3D shape is first recon-
structed using passive stereo vision. The input of the system 
consists of a pair of images from different viewing angles, 
both including a reference card. The major stages involved 
are: relative pose estimation, scale extraction, dense recon-
struction, and volume estimation.24 To extract the relative 
camera pose, speeded up robust features (SURF)25 are 
detected and matched between the 2 images (Figure 5a). 
RANSAC model fitting18 is then applied to the matched pairs 
to extract a candidate pose. This pose is subsequently opti-
mized by iteratively minimizing the corresponding error 
with respect to the valid feature matches as well as the 
matched plate borders; the resulting pose model is decom-
posed into translation and rotation operations between the 2 

images (Figure 5b). The extraction of the relative pose is 
made easier by the additional features provided by the strong 
texture of the reference card, which also serves to extract the 
scale of the scene in a subsequent step, since the real dimen-
sions of the card are known. Following the extraction of rela-
tive pose and scale, the actual reconstruction is made by 
densely matching points between the 2 images. To this end, 
image pairs are transformed in such a way that point corre-
spondences lie on the same row, by using a process called 
polar rectification (Figure 6a).26 In this way, point matching 
is performed efficiently and, given the pose and scale, the 
unprojection of correspondences yields a scaled 3D point 
cloud that defines the food surface (Figure 6b). The plate sur-
face is then defined as the plane of the reference card (the 
table plane) elevated by an offset representing the thickness 
of plate’s base. Finally, the volume of each food item is cal-
culated by partitioning the surface according to its projection 
on the segmentation map, and integrating the space between 
each subsurface and the plate surface. The volume 

Figure 4. Example of the food segmentation method: (a) The original image cropped based on the detected plate. (b) The result of the 
mean-shift filtering. (c) Initial segmentation result after region growing. (d) Final segmentation result after region merging.
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estimation method has been technically evaluated achieving 
a mean absolute percentage error of 9.4%.27

Carbohydrate Estimation

For the final stage of CHO estimation, a table with the CHO 
to volume densities of each food class was created on the 
basis of the USDA Food and Nutrient Database for Dietary 
Studies.28 Since the food classes considered are broader than 
the items of the USDA database, all the relevant entries for 
each class were identified and the corresponding CHO densi-
ties were averaged to produce the CHO density of the class.

Experimental Setup and Results

To evaluate the accuracy and feasibility of the integrated sys-
tem, a set of dishes were used, as provided by the restaurants of 
Inselspital. The set consists of 24 normal-sized dishes that sat-
isfy the system’s assumptions, namely they are served on circu-
lar plates, the foods do not overlap and each of them belongs to 
one of the predefined food categories. The dishes contain a 
broad variety of foods of different colors, textures and shapes 
and were captured by the authors under controlled lighting 

conditions using the GoCARB application. For each dish, 3 
different pairs of images were used and for each pair the system 
ran 4 times (12 estimates per dish or 288 in total). The smart-
phone used was a Samsung GT-I9505 Galaxy S4 running 
Android 4.2.2 “Jelly Bean.” To generate the ground truth, food 
types and locations were manually specified on the images, 
while the 3D shapes were obtained by scanning the dishes with 
a commercially available depth sensor, the Xtion PRO LIVE 
by Asus. Together with the generated nutritional table these 
data yielded the real CHO content of each of the food items.

Results

Table 1 presents the evaluation results for the 24 dishes in 
terms of CHO content. Each row corresponds to a different 
dish; the columns provide the real and estimated CHO con-
tent, followed by the absolute error and the relative absolute 
error. The results are reported as the average and standard 
deviation of the 12 different estimates. The purpose of this 
evaluation scheme was to test the repeatability of the sys-
tem’s results for different viewing angles and the consistency 
of the modules involving random processes (eg, RANSAC). 
The final row of the table provides the mean errors for all the 

Figure 5. Camera pose extraction: (a) Image keypoint matching. (b) Pose model expressed as 3D rotation and translation.

Figure 6. Dense reconstruction: (a) Rectified image pair (correspondences between the images lie in parallel horizontal lines). (b) 
Scaled 3D point cloud displayed as a surface.
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dishes. In addition, Figure 7 presents the histograms of errors 
and relative errors.

According to Table 1, the overall mean absolute error of 
the system in CHO counting is 6 grams, considerably below 
the system’s initial target of 20 grams. The standard devia-
tion of the absolute error is 8 grams, which, when added to 
the mean, still does not exceed the crucial threshold of 20. 
The same applies to all the individual dishes, thus showing 
the system’s satisfactory stability. Considering the real size 
of the served meals, the mean absolute percentage error was 
computed on average 10% with a standard deviation of 13%. 
Figure 7 provides additional insight into the CHO results by 
presenting the entire spread of positive and negative errors. 
The errors are concentrated around zero and look fairly sym-
metrical. In 95.5% of the cases, the error is in the range of 
-20 grams to 20 grams, while 92% of the relative errors lie 
between –25% and 25%. There are also a few rare cases of 
large errors (eg, –50%, +80%), which are probably due to 
poor image quality (e.g., motion blurring) that causes false 

feature matches between the images (Figure 8). These issues 
will be further investigated before proceeding to the next 
evaluation phase of GoCARB, which will involve individu-
als with T1D.

Conclusions
In this article, we have presented the first GoCARB proto-
type: a smartphone-based system especially designed to sup-
port T1D patients with CHO counting. As an input, the 
application uses 2 images from different viewing angles of a 
dish with a reference card placed next to it. The optimal 
angles for the image acquisition are indicated by the graphi-
cal user interface using the smartphone’s built-in sensors. 
The images are transmitted to a server, where a series of 
computer vision steps process them: the plate is detected and 
the different food items are segmented and recognized, while 
their volume is estimated after reconstructing its 3D shape. 
On the basis of the type and volume of each food and the 
USDA database, the final CHO content is estimated. The 
prototype was tested on 24 dishes taken from the restaurants 
of the Inselspital. The mean relative error in CHO estimation 

Table 1. Results of the Presented System for the CHO 
Estimation.

CHO

Real Estimated Absolute error Absolute percentage error

Dish Grams %

1 78 80 (4) 3 (3) 4 (4)
2 63 60 (3) 3 (3) 5 (5)
3 36 36 (2) 1 (1) 4 (3)
4 68 67 (8) 7 (5) 10 (7)
5 55 58 (4) 4 (3) 7 (6)
6 61 55 (6) 7 (6) 11 (9)
7 86 89 (7) 6 (4) 7 (5)
8 98 104 (3) 6 (3) 6 (3)
9 35 35 (1) 1 (1) 3 (2)

10 41 41 (2) 2 (1) 5 (4)
11 48 53 (3) 5 (2) 10 (5)
12 60 64 (7) 7 (5) 11 (8)
13 54 54 (9) 6 (7) 11 (12)
14 91 83 (9) 10 (7) 11 (8)
15 75 80 (7) 7 (6) 9 (8)
16 51 55 (6) 6 (3) 12 (7)
17 74 66 (9) 9 (8) 12 (11)
18 48 53 (3) 5 (3) 10 (6)
19 64 67 (5) 4 (3) 7 (5)
20 58 56 (13) 8 (9) 15 (16)
21 45 42 (3) 3 (2) 6 (5)
22 43 44 (3) 3 (2) 7 (5)
23 56 65 (5) 9 (5) 16 (10)
24 38 37 (6) 4 (4) 11 (11)
Mean 6 (8) 10 (13)

The results are represented by the average (standard deviation) over the 
12 estimates for each dish.

Figure 7. Distribution of the system’s error in CHO counting: 
(a) Histogram of the errors. (b) Histogram of the relative errors.
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was 10 ± 12% which led to a mean absolute error of 6 ± 8 
CHO grams for normally sized dishes. The error was below 
the initial target of 20 grams, the acceptable threshold for 
maintaining normal postprandial blood glucose levels, dem-
onstrating the feasibility of the proposed system. Based on 
the results of a preclinical study,29 the system is optimized 
for a pilot clinical study that will be conducted within the 
next months and involves individuals with T1D under sen-
sor-augmented pump therapy. Scope of the study will be to 
investigate whether the postprandial glucose profile is 
improved by using the GoCARB prototype for CHO estima-
tion. Finally, the optimal way for expanding the system’s 
considered food classes is investigated to tackle issues 
related to inter and intra cultural differences in eating 
habits.
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CHO, carbohydrate; LBP, local binary pattern; RANSAC, random 
sample consensus, support vector machine; RBF, radial basis func-
tion; SURF, speeded up robust features; T1D, type 1 diabetes.
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