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Purpose: To identify a new clinical marker based on quantitative kinetic image features analysis and
assess its feasibility to predict tumor response to neoadjuvant chemotherapy.
Methods: The authors assembled a dataset involving breast MR images acquired from 68 cancer
patients before undergoing neoadjuvant chemotherapy. Among them, 25 patients had complete
response (CR) and 43 had partial and nonresponse (NR) to chemotherapy based on the response
evaluation criteria in solid tumors. The authors developed a computer-aided detection scheme to
segment breast areas and tumors depicted on the breast MR images and computed a total of 39 kinetic
image features from both tumor and background parenchymal enhancement regions. The authors then
applied and tested two approaches to classify between CR and NR cases. The first one analyzed each
individual feature and applied a simple feature fusion method that combines classification results
from multiple features. The second approach tested an attribute selected classifier that integrates
an artificial neural network (ANN) with a wrapper subset evaluator, which was optimized using a
leave-one-case-out validation method.
Results: In the pool of 39 features, 10 yielded relatively higher classification performance with the
areas under receiver operating characteristic curves (AUCs) ranging from 0.61 to 0.78 to classify
between CR and NR cases. Using a feature fusion method, the maximum AUC= 0.85±0.05. Using
the ANN-based classifier, AUC value significantly increased to 0.96±0.03 (p < 0.01).
Conclusions: This study demonstrated that quantitative analysis of kinetic image features computed
from breast MR images acquired prechemotherapy has potential to generate a useful clinical marker in
predicting tumor response to chemotherapy. C 2015 American Association of Physicists in Medicine.
[http://dx.doi.org/10.1118/1.4933198]
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1. INTRODUCTION

Breast cancer is the most prevalent cancer and the second
highest cause of cancer death in women in the United States.1

Early detection and effective treatment of breast cancer play
an important role to reduce mortality rates of breast can-
cer patients.2,3 Although mammography is well recognized
as the most cost-effective imaging modality for breast cancer
screening and early detection, the performance (including both
sensitivity and specificity) of screening mammography is not
satisfactory,4,5 in particular, for younger women with dense
breast tissues. As a result, other new imaging modalities have
also been developed and tested for improving breast can-
cer screening and detection. Among them, dynamic contrast-
enhanced breast magnetic resonance imaging (DCE-MRI) has

shown superior sensitivity in detecting mammography-occult
cancers and is recommended by the American Cancer Society
as an adjunct screening tool to mammography for women at an
elevated breast cancer risk (e.g., >20%–25% of lifetime risk)
since 2007.6 Currently, breast DCE-MRI has been playing an
important role in the clinical management of breast cancer in
screening, diagnosis, and assessment of treatment efficacy.7,8

In order to assist radiologists to more accurately and effi-
ciently read and interpret breast MR images, great research
effort has been made in the last two decades to develop and
test computer-aided detection (CAD) schemes of breast MR
images.9,10 Besides the tumor morphological features (i.e., tu-
mor volume, shape, and boundary spiculation), the quanti-
tative analysis of the tumor kinetic features extracted from
the postcontrast-enhanced MR images also demonstrated that
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malignant breast tumors usually have fast wash-in and wash-
out ratios, as well as an increased heterogeneity in the contrast
enhancement kinetics.11,12 As a result, both morphological
and kinetic image features have been analyzed and used in
CAD schemes for detecting and classifying suspicious breast
tumors depicted on breast MR images. Recently, a number
of studies demonstrated that image features computed from
the background parenchymal enhancement (BPE) of breast
MR images carried unique and/or supplementary information
that enables to assess risk of developing breast cancer13 and
increase discriminatory power in classifying between malig-
nant and benign breast tumors depicted on breast MR im-
ages.14,15

In treating advanced stage breast cancer patients, neoad-
juvant chemotherapy is commonly used before breast can-
cer surgery. The tumor response to the chemotherapy is
typically evaluated by comparing tumor size and kinetic
feature variation using breast MRI examinations taken before
and after chemotherapy based on the response evaluation
criteria in solid tumors (RECIST) guideline.16,17 In order to
more effectively predict tumor response to the neoadjuvant
chemotherapy and help clinicians (e.g., oncologists and
surgeons) make optimal treatment decisions for the patients,
we in this study investigated the feasibility of applying
a new CAD-based quantitative breast MR image feature
analysis method to assist prediction of tumor response to
neoadjuvant chemotherapy. For this purpose, we developed
a new CAD scheme to automatically detect the chest wall
and segment breast regions and tumor regions depicted on
the breast MR images. CAD scheme then computed a series
of kinetic image features extracted from both the segmented
breast tumor and background parenchymal tissue regions. By
analysis and selection of optimal features computed from the
breast MR images acquired before performing neoadjuvant
chemotherapy, our goal is to identify a new potentially
useful clinical marker to quantitatively predict tumor response
to the chemotherapy. The details of this study design and
experimental results are reported in Secs. 2 and 3.

2. MATERIALS AND METHODS
2.A. A breast MR image dataset

Based on our institutional review board (IRB) approved
image data collection protocol, we retrospectively assembled
an image dataset that includes deidentified breast MR images
acquired from 68 breast cancer patients. Each patient had
at least two sequential breast DCE-MRI examinations taken
before and after neoadjuvant chemotherapy. Based on existing
clinical records that were generated using RECIST guidelines
to examine and compare breast tumor size change measured
from the breast MR images acquired pre- and post-treatment of
the same patient, we used the same case classification criterion
as reported in the literature18 to divide the 68 patients (or
cases) into two groups, which we named as (1) a “complete
response” (CR) group in which the targeted or tracked breast
tumors almost disappear in the postchemotherapy breast MR
images and (2) a “nonresponse” (NR) group in which the
tumor diameter either increased or decreased by less than
50% between pre- and postchemotherapy breast MR images.
Among 68 patients, 25 were assigned in CR group in which
the enhanced contrast levels inside the tumor volume were
reduced to the level of normal enhanced background paren-
chymal tissues and 43 were categorized in NR group in which
a high fraction of contrast enhancement areas remained in the
original segmented tumor regions of the postchemotherapy
breast MR images. In the NR group, the average tumor diam-
eter measured based RECIST guidelines decreases by 13.3%.
Figure 1 shows an example of two matched image slices ac-
quired from pre- and post-treatment breast MRI examinations
of one patient in the “NR” group. In this example, tumor
morphological volume decreased based on RECIST guide-
lines, but the active contrast enhancement volume increased
after neoadjuvant chemotherapy.

In this dataset, mean and standard deviations of the
women’s age are 49.2± 11.7 and 51.1± 9.1 for groups of
CR and NR cases, respectively, indicating that the majority
of women whose breast DCE-MRI examination images were

F. 1. An example showing two matched breast MRI slices acquired from before (a) and after (b) neoadjuvant chemotherapy of one patient assigned in the NR
group. A matched malignant tumor is marked by a red arrow in two image slices.
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selected in this study are relatively younger, i.e., <55 yr old.
In this study, only the axial view of the breast MR images
acquired prechemotherapy of each patient was selected from
the originally recorded image data. Then, in each breast MR
image scan or examination, our CAD scheme was applied to
process two MR image series that include the one acquired
before injection of gadopentate dimeglumine (Gd-DTPA)
contrast agent and the one of the first postcontrast agent
injection. According to the different breast sizes, the number
of MRI slices in each series varies for different patients, which
ranges from 58 to 104. Every MRI slice is a data matrix of
512×512 pixels with a slice thickness of 2.6 mm and pixel size
of 0.58 mm in each direction. Thus, for every patient, two sets
of axial view breast MR images acquired before neoadjuvant
chemotherapy treatment were involved in this study to perform
the kinetic feature computation and data analysis process.

2.B. A CAD scheme

We developed and tested a new CAD scheme of breast MR
images, which includes the following image processing and
data analysis steps, namely, (1) detection of the chest wall
depicted on breast MR images to remove all pixels (regions)
behind the chest wall; (2) subtraction of two sets of matched
breast MRI slices acquired in the breast MRI scans performed
pre- and postinjection of contrast agent; (3) segmentation of
each targeted malignant tumor and separation of its contrast-
enhanced and necrotic area (without contrast enhancement);
and (4) computation of relevant kinetic image features from
both segmented tumor and BPE regions.

First, although many existing CAD schemes of breast MR
images do not perform the task of breast area segmentation,
in order to automatically compute BPE features, automated
detection and segmentation of breast regions are required in
our CAD scheme. A number of methods to segment breast
regions from breast MR images have been reported in the
previous studies.10,19–21 For example, one study reported a
fuzzy c-means clustering based segmentation method, which
required manually defined landmarks to distinguish between
breast parenchyma and chest wall by assuming that there is

an adequate retromammary fat plane.19 Another study used
a straight line fitting method to separate the breast and chest
wall, which may eliminate part of the fibroglandular tissue at
axillary tails.20 To overcome these limitations and also develop
a simple and robust approach for our application purpose, we
applied a CAD scheme to detect the chest wall, which operates
on the intensity and texture variation of the image process-
ing techniques that use a thresholding approach followed by
morphological operations.10 Taking Fig. 2 as an example, our
CAD scheme first searches for and detects a highest point
located on a concave curve of the chest skin between the left
and right breasts. Next, the detected point is moved up by
5–10 pixels to define a new middle point A between the left
and right breasts. Then, from the point A, our CAD scheme
fits two oblique lines with 10◦ angles from the left and right
horizontal lines, in order to transect the two breasts. The inter-
section points between these two (left and right) lines and the
breast skin surface are defined as points B and C, respectively.
Finally, these two fitted lines are approximated as the chest
wall. All pixels behind these two fitted lines are removed and
excluded in computing BPE features by the CAD scheme.
Although we recognize that this simple line fitting method may
exclude a very small fraction of breast fibroglandular tissue,
its impact on computing BPE features is minimal and can be
ignored.

Second, our CAD scheme registers the segmented breast
areas depicted on the sequential breast MRI scans before and
after the injection of the Gd-DTPA contrast agent. Motion
artifacts due to the patients’ physiologic movement (i.e., heart
beating and breathing) could affect the accuracy in detection
and analysis of kinetic image features computed from the
sequentially scanned DCE-MRI images. However, due to the
small nonrigid breast motion and the limited pixel resolution of
the MR images, the majority of motion occurs in the subpixel
range. As a result, using a whole pixel-based image registration
(either rigid or nonrigid without known “ground-truth”)14,22 is
very difficult and unreliable. Hence, for this proof-of-concept
study, we simply registered the breast MR images acquired
from two sequential MR imaging scans before and after injec-
tion of the contrast agent based on the order of slice order in

F. 2. Illustration of chest wall detection and breast region segmentation. In this figure, the detected middle point A between the left and right breasts and two
fitted oblique lines (B and C) are marked in (a), and the final segmented breast region, which is used to compute the BPE features, is shown in (b).
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F. 3. An example of two breast tumors including (a) a tumor without necrotic area and (b) a tumor with necrotic area inside.

the two scanning sequences. Specifically, two series of image
sequences, before and after injection, with the same number
of slices were subtracted from each other to generate a set
of new contrast enhancement map based images. These new
subtraction images were then used for tumor detection and
kinetic feature computation.

Third, from the contrast enhancement map (or subtraction)
images, the CAD scheme automatically searches for and seg-
ments the contrast-enhanced regions. An algorithm including
the scaling, morphological (erosion and dilation), and labeling
operations is implemented in the CAD scheme. We initially
rescaled our image from 0 to the maximum value of the image
to 0–1 and then applied a threshold value of 0.5 to detect
the tumor area. Morphological operations (i.e., erosion and
dilation) were applied to modify the segmentation result. We
also applied a region labeling method to group the pixels with
value one into the connected blobs and deleted the isolated

small blobs in order to detect the actual tumor-related blobs.
Next, CAD scheme also automatically detected and extracted
necrotic regions inside the segmented tumor. For example,
Fig. 3 shows two breast MR image slices selected from
two cases. The first breast MR image depicts a tumor with
significant contrast enhancement of all pixels inside the tumor
[Fig. 3(a)] and the second breast MR image displays a tumor
with substantial necrotic regions inside the tumor [Fig. 3(b)].

Our CAD scheme applied an Otsu’s thresholding method
on the completely segmented tumor to detect and classify the
active (high/significantly enhanced) and necrotic (low/poorly
enhanced) areas. CAD scheme assigned all involved pixels
into either active tumor or necrotic area based on the pixel
contrast enhancement values, which are greater or smaller than
an assigned threshold level (the threshold level was 50% of
the maximum pixel value of each slice). Figure 4 shows an
example of the contrast-enhanced pixels of a tumor with a

F. 4. The result of the detection process for tumor, enhanced, and dead area shown as image slices: (a) tumor detection, (b) enhanced area detection, and (c)
necrotic area detection with their corresponding binary images (d)–(f), respectively.
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large internal necrotic area. Finally, through the above steps
or procedures, CAD scheme classified each pixel within the
segmented breast area into one of three categories, namely,
(1) breast tumor detected, (2) active contrast-enhanced pixels
inside a targeted breast tumor, or (3) inactive (nonenhanced)
pixels inside the tumor (necrosis).

Finally, the CAD scheme computed a set of kinetic image
features from the mapped images generated by the subtraction
between the baseline MRI scan (before injection of contrast
agent) and the first sequential postcontrast injection MRI scan.
A total of 39 features were computed, which is divided into five
groups. These groups include image features computed from
(1) the entire tumor area, (2) the active contrast-enhanced tu-
mor area, (3) the tumor necrotic area, (4) the entire background
parenchymal region of two breasts, and (5) the absolute value
of bilateral BPE feature difference computed from the left and
right breasts. Table I summarizes these 39 image features in the
five feature groups. Apart from the kinetic image features that
were directly computed from the pixel value distribution of
the subtraction images, several tumor morphological features
were also included in Table I. For example, the maximum
value of

((i−cx)2+ ( j−cy)2) ×2, where (cx,cy) represents
the central point of the tumor in each slice and (i, j) represents
the extracted tumor pixels, was defined as the maximum value
of tumor diameter. Tumor shape factor was defined as the
number of pixels in the tumor surface divided by the tumor
volume. For the last two groups of the BPE features, CAD
used the same method as reported in our previous study23

to sort all pixels assigned in BPE region from the highest
to the lowest pixel values based on the computed contrast
enhancement values. CAD then selected a small percentage
(e.g., 1% and 5% as shown in Table I) of sorted pixels with
higher contrast enhancement values from the segmented BPE
regions and computed the kinetic BPE image features.

2.C. Feature analysis and performance assessment

In this study, we used two approaches to perform im-
age feature analysis and examine performance or discrim-
inatory power of predicting breast tumor response to the
neoadjuvant chemotherapy. In the first approach, we used an
area under a receiver operating characteristic (ROC) curve

(AUC) as an evaluation index to assess the discriminatory
power of each image feature. ROC curves and AUCs were
computed using a publically available ROC curve fitting
program (, http://www-radiology.uchicago.edu/krl/,
University of Chicago). We also computed and compared
the correlation coefficients of individual image features to
identify nonredundant image features. Based on the above
image feature analysis procedures, we selected a small set of
highly performing and nonredundant image features. We then
tested a number of image feature fusion methods (e.g., average,
weighted combination, and selection of the maximum or mini-
mum feature value)24 to generate a new classification score and
used this score as a potential breast MR image based marker
for predicting tumor response to neoadjuvant chemotherapy.

In the second approach, we built and tested a statistical
machine learning classifier based method to select optimal
features and predict tumor response to neoadjuvant chemo-
therapy. All experiments in this approach were performed
using a publicly available  data mining and machine
learning software package.25 In the  Explorer window,
we chose a specific machine learning classifier (or function),
namely, the “AttributeSelectedClassifier,” which integrates an
artificial neural network (ANN) as a base classifier and a
wrapper subset evaluator (WSE) to guide feature or attribute
selection. This integration takes a search algorithm and evalu-
ator next to the base classifier, which makes the feature selec-
tion process transparent and the base classifier operate only in a
reduced optimal feature space.26 The classifier was trained us-
ing a standard leave-one-case-out (LOCO) method.27 In each
of the LOCO training/testing iterations, one case was selected
as an independent testing case and the remaining cases in the
dataset were used to form a training dataset. The AttributeSe-
lectedClassifier was applied to all training cases to search for
optimal features from the entire feature pool and train an ANN
based on the WSE results. The trained ANN was then applied
to the testing case and generates a classification score for the
testing case. As a result, in each LOCO training and testing
iteration cycle, different image features may be selected from
the initial pool of 39 features and used to build a corresponding
ANN.

To reduce the potential training bias and yield higher
robust levels of the classifier performance, we also took two

T I. Summary of computed kinetic image features in five groups.

Feature group Feature number Description

Tumor area 1–7 Volume, average intensity, maximum pixel intensity, standard deviation, and skewness of
tumor pixel intensity, maximum value of tumor radius, and shape factor

Enhanced area 8–11 Volume, average intensity, standard deviation, and skewness of contrast-enhanced pixel
intensity

Necrotic area 12–16 Volume, average intensity, standard deviation, and skewness of low-enhanced pixel
intensity, ratio of necrotic volume over tumor volume

Background parenchymal areaa 17–34 Average intensity, standard deviation, skewness, maximum pixel intensity, average value
of top 1%, and average value of top 5% of pixel values

Absolute bilateral difference of BP areab 35–39 Average intensity, standard deviation, skewness, average value of top 1%, and average
value of top 5% of pixel values

aThese features are computed from three different regions—background parenchymal region of the whole (left and right) breast regions, left breast and right breast.
bAbsolute bilateral feature difference of BPE between the left and right breasts.
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T II. Comparisons of patient and tumor characteristics between the CR and NR groups.

CR (N = 25) NR (N = 43) p-value

Mean patient’s age 9.2 ± 11.7 51.1 ± 9.1 0.53
Mean tumor volume 5077.20 ± 5778 8453.93 ± 15137 0.20
Mean tumor necrotic volume 2383.6 ± 3139.1 4478.7 ± 9045.2 0.27
Mean ratio between necrosis and total tumor volumes 41% ± 13% 43% ± 16% 0.58
Mean tumor diameter (RECIST) 440.3 ± 160.0 439.9 ± 145.0 0.99
Mean average tumor enhancement 475.5 ± 126.0 451.5 ± 126.0 0.46
Mean tumor enhancement STD 122.0 ± 16.6 122.4 ± 18.9 0.92
Mean enhancement area average 585.6 ± 144.8 568.9 ± 154.0 0.66

additional measures in training and testing each ANN classi-
fier. (1) Due to the imbalanced case numbers in the two classes
(25 CR cases vs 43 NR cases), we applied a well-examined
synthetic minority oversampling technique called SMOTE28

to add a set of synthetic data in the CR case group to generate
a more balanced training dataset of two class cases. Using this
technique, we doubled the test cases in the CR class from 25
to 50 and increased the number of cases to 93 in the training
dataset. (2) Each ANN uses a common three-layer structure.
The first layer is an input layer that has ni neurons connecting
to the number of NF = 5 selected input features. The second
layer is a hidden layer that has the number of nh = (NF+NC)/2
hidden neurons, where NC is the number of classes (NC = 2
for “CR” and NR classes in this study). The third layer is an
output layer with one output neuron that produces a probability
based classification score ranging from 0 to 1 indicating the
likelihood of the case being a NR class. Each ANN was trained
using the default parameters of  program. In brief, the
number of ANN training seed, momentum, and learning rate
are 0, 0.2, and 0.3, respectively. The ANN training iteration
number is 500.

After completing a LOCO training and testing process of
the ANN-based classifier, we removed 25 synthetic CR cases
and assessed classification performance using the original 68
cases in our dataset. The AUC value was used as a performance
prediction index. We also applied an operation threshold
(T = 0.5) on the ANN-generated classification scores to divide
68 testing cases into two predicted (CR and NR) case groups
and then assessed the prediction accuracy (including the sensi-
tivity and specificity) of applying this ANN-based classifier to
the testing dataset.

3. RESULTS

Table II summarizes and compares a number of basic pa-
tient characteristics and commonly used breast MR image
features between the two chemotherapy response groups (CR
and NR). There is no statistically significant difference of
each of these image features between the CR and NR case
groups (p > 0.05 computed using DeLong’s test). The result
indicates that the conventional feature assessment based on
tumor volume and average tumor contrast enhancement us-
ing breast MR images acquired prechemotherapy has lower
discriminatory power to predict tumor response to neoadjuvant
chemotherapy.

After applying ROC analysis on each of the 39 features (as
listed in Table I) using  program, 10 features yielded
AUC > 0.6 in classifying between the CR and NR case groups
(as shown in Table III). Table IV shows the correlation coef-
ficients among these ten “highly performed” features. From
the comparison result, we then selected five low-redundancy
image features from tumor and background parenchymal re-
gions with correlation lower than 0.5 (i.e., F3, F8, F15, F17,
and F35—the feature description is given in Table I). When
using a maximum score based fusion process to fuse (combine)
these five features (using the maximum value among the five
selected features after data normalization) to classify between
the CR and NR case groups, classification performance signif-
icantly increased to AUC = 0.85± 0.05 as compared to the
performance of each individual feature displayed in Table III
(p < 0.05).

Table V lists 11 features that were selected at least 10%
times in 68 LOCO training/testing iteration cycles (discarding
the synthetic cases generated by SMOTE algorithm). The top
five selected features (with the highest percentage of the selec-
tion) were average contrast enhancement and standard devi-
ation of contrast enhancement inside an entire tumor region
(F2 and F4), standard deviation of contrast enhancement in the
active tumor region (excluding necrotic region) (F10), average
pixel value of necrotic regions (F13), and ratio of necrotic
volume over tumor volume (F16). The ANN-based classifier
yielded an AUC value of 0.96 ± 0.03, which is significant
higher than AUC= 0.85±0.05 yielded using a simple feature
fusion method (p < 0.01). Figure 5 shows and compares two
ROC curves generated using the classification scores of the
ANN-based classifier and feature fusion method. In addition,
Table VI displays a confusion matrix that was obtained by
applying an operating threshold of 0.5 on the classification
scores generated by the ANN-based classifier. The overall

T III. Kinetic image features of tumor and background parenchymal re-
gions with AUC > 0.6 (the individual feature description is given in Table I).

Feature AUC Feature AUC

F2 0.679 ± 0.064 F12 0.626 ± 0.071
F3 0.683 ± 0.071 F15 0.606 ± 0.075
F8 0.604 ± 0.072 F17 0.671 ± 0.068
F9 0.654 ± 0.069 F18 0.611 ± 0.073
F10 0.778 ± 0.066 F35 0.713 ± 0.065
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T IV. Correlation coefficients between each pair of ten kinetic image features (the individual feature descrip-
tion is given in Table I).

F2 F3 F8 F9 F10 F12 F15 F17 F18

F3 0.737
F8 0.086 0.319
F9 0.878 0.920 0.147
F10 0.718 0.744 0.041 0.863
F12 −0.047 0.382 0.872 0.163 0.130
F15 −0.112 −0.343 −0.595 −0.181 −0.077 −0.620
F17 0.415 0.519 0.168 0.476 0.301 0.117 −0.064
F18 0.407 0.510 0.207 0.470 0.282 0.158 −0.136 0.976
F35 0.290 0.442 0.533 0.431 0.413 0.560 −0.329 0.293 0.320

prediction accuracy was 94% with a sensitivity of 88% (22/25)
at a specificity of 98% (42/43).

4. DISCUSSION

In this study, we developed and tested a new type of CAD
scheme that aims to predict tumor response to neoadjuvant
chemotherapy. We also demonstrated that similar to the use
of the tumor texture features computed from breast MR im-
ages,18 using quantitative kinetic image features computed
from both tumor and background parenchymal enhancement
could also generate a new clinical marker with a high discrim-
inatory power to predict breast tumor response to neoadjuvant
chemotherapy using the breast MR images acquired before the
neoadjuvant chemotherapy. If the result of this study can be
validated in future large prospective studies, this new clinical
marker has potential to assist clinicians (i.e., oncologists and
breast surgeons) in selecting an optimal or personalized cancer
treatment plan for different individual patients with different
prognosis status. This will result in the improvement of cancer
treatment efficacy and benefits the patients.

Since our new CAD scheme is not another conventional
CAD scheme to detect breast lesions depicted on breast MR
images, it has a number of unique characteristics. First, our
scheme applies a simple but robust algorithm to segment the
breast region by removing all pixels behind the chest wall.
Although this easy-to-implement approach may eliminate a
small fraction of background parenchymal tissues, it does
not have significant impact in computing the BPE features.
Second, our CAD scheme not only segments the entire tumor
regions but it also detects and segments necrotic regions inside

T V. A list of ten image features that were selected in ≥10% of LOCO
training and testing iteration cycles to test 68 testing cases in our dataset.

Feature Percentage (%) Feature Percentage (%)

F2 88 (60/68) F10 100 (68/68)
F3 44 (30/68) F13 87 (59/68)
F4 100 (68/68) F14 15 (10/68)
F5 12 (8/68) F16 44 (30/68)
F6 21 (14/68) F17 10 (7/68)
F9 13 (9/68)

the tumor. As a result, we are able to compute a number of
new image features to better describe the tumor characteristics.
Third, we applied an AttributeSelectedClassifier function in
 software package to train and test an ANN-based ma-
chine learning classifier by integrating the “optimal” feature
selection process within the LOCO training and testing itera-
tions to predict tumor response to the chemotherapy.

From the experimental results, we can also make a number
of new observations in supporting the advantages and potential
clinical utility of applying a quantitative image feature
analysis method to predict tumor response to chemotherapy.
First, in current clinical practice, tumor size and average
contrast enhancement are two important parameters visually
assessed from breast MR images for cancer diagnosis and
prognosis assessment. However, using quantitative image
feature analysis methods, we are able to identify a number
of new image features that have higher discriminatory power
to predict tumor response to chemotherapy. For example, we
observed that the heterogeneity of tumor contrast enhance-
ment represented by the standard deviation of the contrast
enhancement on the active tumor region (F10) had the highest

F. 5. Two ROC curves generated using the classification scores of the
ANN-based classifier (solid curve) and feature fusion method (dashed curve).
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T VI. A confusion matrix of prediction scores generated using an ANN-
based classifier that was trained using five selected image features.

Prediction result CR NR
Actual cases

CR 22 3
NR 1 42

discriminatory power (or AUC value as shown in Table III),
which was also one of the two features that were selected
in all LOCO training/testing cycles to build the ANN-based
classifier (100% in Table V). Although this is an important
phenotype based clinical marker, which correlates well with
biologic characteristics of the tumor, it cannot be accurately
and reliably evaluated using a visual or subjective evaluation
method.

Second, we observed that tumor necrosis was an important
tumor characteristic that may also affect tumor response to
chemotherapy. The kinetic features computed from the entire
tumor regions and only the active tumor regions (after exclud-
ing the necrotic regions) are not equal or highly correlated.
Their performance in predicting tumor response to the chemo-
therapy is also different. For example, to more accurately eval-
uate tumor size (volume) and tumor density heterogeneity, we
should use the features computed from only the active tumor
regions.

Third, since previous studies have shown that BPE features
enabled to help predict cancer risk13 and improve tumor diag-
nosis,14,15 in this study we observed that BPE features (i.e., F17
and F35 as shown in Fig. 5) may also have potential to help
improve performance of predicting tumor response to chemo-
therapy. However, no BPE features were selected by WSE in
LOCO training/testing iteration cycles for more than 10% of
times (cycles). This is probably due to limited characteristics
of our small testing dataset. Further investigation using large
datasets is needed.

In summary, this is a preliminary proof-of-concept study
to demonstrate the feasibility of developing a new clinical
marker based on quantitative breast MR image feature analysis
to predict tumor response to neoadjuvant chemotherapy. The
study also has a number of limitations. First, the size of the
dataset used is small. Thus, the robustness of the classifier
performance needs to be validated in future studies with large
and diverse image datasets. Second, the classification target
of this study is limited to the CR and NR case groups based
on RECIST guidelines. This tumor response criterion may
not highly correlate to the actual prognosis of the patients
assessed using other evaluation criteria (i.e., progression-free
survival or overall survival). Hence, whether and how apply-
ing this new quantitative breast MR image feature analysis
concept and scheme to predict patients’ prognosis using other
evaluation criteria needs to be investigated in future studies.
Third, a nonrigid (or deformable) image registration algorithm
was not applied in our CAD scheme to register MR images
acquired from the pre- and postcontrast enhancement scans.
Although there is no ground-truth to evaluate the accuracy of
breast MR image registration, how to identify and compute

kinetic image features that are invariant or less sensitive to the
small nonrigid motion (in the subpixel range) of the breasts
during the sequential breast MRI scans needs to be investigated
further. Fourth, due to the small dataset, only a simple machine
learning classifier of ANN with a set of fixed configuration
(e.g., the number of hidden neurons) and training parameters
was trained and tested in this study. As we reported in our other
CAD studies using a large dataset of digital mammograms,29,30

once a larger and diverse dataset of breast MR images is avail-
able, other better and more “deep learning” based machine
learning methods and tools can be developed and tested for
this purpose. Last, in this study, we used RECIST criteria to
divide the cases into two classes (CR and NR). How the CR
defined by RECIST relates to the actual pathologic complete
response was unknown (not investigated) in this study, which
may be more important in the clinical practice for oncologists
to select optimal treatment strategy for the individual patients.

Despite these limitations, we believe that as a first study
that aims to develop a new quantitative image marker based
on diagnostic breast MR images to predict tumor response
to neoadjuvant chemotherapy, the results are encouraging.
From the study results, we concluded that (1) it is feasible
to compute and identify a number of quantitative breast MR
image features that have relatively higher discriminatory po-
wer to predict tumor response to the chemotherapy (i.e., ten
features listed in Table III), and (2) using a machine learning
classifier to combine multiple image features has potential to
further significantly improve classification performance than
using the individual features. Therefore, this study provided
useful data and evidence to support future studies to identify
and optimize more accurate and reliable clinical markers based
on quantitative image feature analysis to predict prognosis of
cancer patients and help develop a more effective personalized
cancer treatment paradigm.
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