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Abstract

Rapid growth in electronic health records (EHRs) use has led to an unprecedented expansion of 

available clinical data in electronic formats. However, much of the important healthcare 

information is locked in the narrative documents. Therefore Natural Language Processing (NLP) 

technologies, e.g., Named Entity Recognition that identifies boundaries and types of entities, have 

been extensively studied to unlock important clinical information in free text. In this study, we 

investigated a novel deep learning method to recognize clinical entities in Chinese clinical 

documents using the minimal feature engineering approach. We developed a deep neural network 

(DNN) to generate word embeddings from a large unlabeled corpus through unsupervised learning 

and another DNN for the NER task. The experiment results showed that the DNN with word 

embeddings trained from the large unlabeled corpus outperformed the state-of-the-art CRF’s 

model in the minimal feature engineering setting, achieving the highest F1-score of 0.9280. 

Further analysis showed that word embeddings derived through unsupervised learning from large 

unlabeled corpus remarkably improved the DNN with randomized embedding, denoting the 

usefulness of unsupervised feature learning.
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Introduction

The wide use of health information technologies has led to an unprecedented expansion of 

electronic health record (EHR) data. EHR data have been used not only to support 

operational tasks in clinical practice (e.g., clinical decision support systems), but also to 

enable clinical and translational research. However, much of the important patient 

information is dispersed in narrative clinical documents, which are not directly accessible 

for computerized applications that rely on structured data. Therefore, clinical natural 

language processing (NLP) technologies, which can extract important patient information 
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from narrative clinical text, have been introduced to the medical domain and have 

demonstrated great utility in many applications [1].

Originating from the Sixth Message Understanding Conference (MUC-6) [2], Named Entity 

Recognition (NER), which aims to identify boundaries and types of entities in text, has been 

one of the well established and extensively investigated tasks in NLP. In the medical 

domain, NER for important clinical concepts (e.g., problems, treatments, or lab tests) is also 

a fundamental step for many clinical NLP systems. Many existing clinical NLP systems use 

dictionaries and rule-based methods to identify clinical concepts, such as MedLEE [3] - one 

of the earliest and most comprehensive clinical NLP system developed by Carol Friedman et 

al. at Columbia University, the MetaMap system [4, 5] - a general biomedical NLP system 

developed by Aronson et al. at National Library of Medicine, as well as cTAKES [6] - an 

open source comprehensive clinical NLP system developed based on the Unstructured 

Information Management Architecture (UIMA) framework and OpenNLP natural language 

processing toolkit. More recently, a number of challenges on NER involving shared tasks in 

clinical text have been organized, including the 2009 i2b2 (the Center of Informatics for 

Integrating Biology and the Bedside) challenge [7] on medication recognition, the 2010 i2b2 

challenge [8] on recognizing medical problems, treatments, and tests entities, 2013 Share/

CLEF challenge [9, 10] on disorder mention recognition and normalization, and the 2014 

Semantic Evaluation (SemEval) challenge on disorder mention recognition and 

normalization. For the 2009 i2b2 challenge on medication recognition, although different 

approaches including rule-based methods, machine learning (ML)-based methods, as well as 

hybrid methods have been reported, seven out of the top ten ranked systems were rule-based 

systems that rely on existing biomedical vocabularies to identify medication concepts [7], 

such as the MedEx system developed at Vanderbilt University [11]. At the 2010 i2b2 

challenge for recognizing problems, treatments and lab tests, the organizers provided a large 

annotated corpus. Therefore, many participating teams including all the top five systems 

used ML-based methods [12-14]. Many state-of-the-art clinical NER systems implement 

supervised ML algorithms, such as Conditional Random Fields (CRFs) [15] and Structural 

Support Vector Machines (SSVMs) [16], with extensive investigation on comprehensive 

features [17].

In addition to previous NER work on clinical text written in English, there is a growing 

interest in studying NER of clinical text written in Chinese. With the rapid growth of EHRs 

implemented in China, there is an urgent need to extract important patient information from 

Chinese clinical text, to accelerate clinical research in China. Conventional ML-based 

methods have been applied to Chinese clinical NER tasks. Wang et al. [18] conducted a 

study using CRF, support vector machines (SVM), and maximum entropy (ME) to 

recognize symptoms and pathogenesis in Chinese medical records. Another study by Wang 

et al. [19] investigated CRF and different feature sets for recognizing symptom names from 

clinical notes of traditional Chinese medicine. In 2004, Xu et al. [20] proposed a joint model 

that integrates segmentation and NER simultaneously to improve the performance of both 

tasks in Chinese discharge summaries. A more recent work by Lei et al. [21] compared 

different machine learning algorithms and various types of features for NER in Chinese 

admission notes and discharge summaries. In summary, current efforts on NER in Chinese 
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clinical text primarily focus on investigating different machine learning algorithms or 

optimizing combinations of different types of features via human engineering.

Recently, there is increasing interest in designing deep learning based NLP systems that 

could automatically learn useful feature representations from large-scale unlabeled corpora 

through unsupervised learning [22-24]. Deep learning [25, 26] is a research area of machine 

learning that can learn high-level feature representations by designing deep neural networks. 

It has achieved state-of-the-art performances in a number of different applications across 

multiple domains, such as image processing [27], automatic speech recognition [28] and 

machine translation [29]. Instead of spending a great amount of time on selecting task-

specific features, NLP researchers have developed deep neural networks (DNNs) to 

automatically learn useful features from vast amounts of unlabeled data. Researchers have 

shown that deep learning approaches can learn useful linguistic features as well as capture 

semantic meanings through word embedding [30], hence improving the performances of a 

number of NLP tasks in general English domain. A DNN-based system developed by Dr. 

Ronan Collobert [23] successfully achieved the state-of-the-art performances on a number of 

NLP tasks, including POS tagging, Chunking, NER and Semantic Role Labeling, using only 

one single deep neural network.

In this study, we propose to investigate the use of deep neural network in NER from Chinese 

clinical text. We developed a deep neural network (DNN) approach for NER in Chinese 

clinical text and compared it with the traditional CRF-based NER system at the minimal 

feature setting. To the best of our knowledge, this is the first study to investigate deep neural 

network in Chinese clinical NER.

Methods

Datasets

Two Chinese clinical corpora were used in this study. The first dataset is an annotated 

corpus from a previous study by Lei et al.[21], which contains 400 randomly selected 

admission notes from the EHR database of Peking Union Medical College Hospital in 

China. For each admission note, four types of clinical entities - problems, lab tests, 

procedures, and medications were annotated by following the annotation guidelines 

developed in the study. Details about creation of this dataset can be found in Lei et al. [21] 

In summary, a total of 24,433 problems, 2,171 procedures, 11,168 tests and 1,201 

medications were annotated in 400 Chinese admission notes. We further divided the 400 

admission notes into a training set of two-thirds (266) of the notes and a test set of one-third 

(134) of the notes. Table 1 shows the distribution of the clinical concepts among the training 

and test set.

Another dataset, which includes 36,828 unlabelled admission notes (383 Megabytes in total) 

from the same institute in China, was used for learning word embeddings. Only minimal 

pre-processing steps (e.g., removing the empty lines) were applied to these notes. As we 

trained the embedding matrix using individual Chinese characters, word segmentation was 

not included in the preprocessing.
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Experiments and evaluation

In this study, we compared three different NER approaches: 1) the traditional CRF-based 

NER method, as described in Lei et al. [21]; 2) a DNN-based NER method that uses a 

randomly initialized word embedding matrix; and 3) another DNN-based NER method that 

uses the word embedding matrix derived from the unlabelled corpus. All three models were 

trained using the training set and their performance on the test set are reported. Similar to 

other deep learning studies, we evaluated the three NER systems at the minimal feature 

setting, which uses only the word feature. The details of the CRFs model and the DNN 

models are introduced in the following subsections.

We used the standard micro-average precision, recall and F1-score to evaluate all the three 

NER systems. All scores were calculated using the Conll 2000 challenge official evaluation 

script1. Wilcoxon signed-ranks test was used to test the statistical significance between two 

classifiers.

CRF vs. DNN Appraoches

CRF-based NER—The CRFs model decodes the sequence labeling problem by undirected 

Markov chain and Viterbi algorithm with a training criteria of maximizing the likelihood 

estimation of conditional probability of the output variable y given the observation x. Here, 

the observations are the word and its context words in the sentence and the output is its label 

(e.g, B, I, or O: B - beginning of an entity; I - inside an entity; O - outside of an entity). 

CRFs was intrinsically designed for sequence labeling problem as it models the relationships 

between neighboring tokens in sequence. Thus, it has been widely used in various NER 

tasks and has achieved state-of-the-art performances in both open domains and the 

biomedical domain. Therefore, CRFs serves as a strong baseline for comparing with the 

DNN-based NER approaches. More specifically, we used CRF++ package, one of the most 

popular implementations of CRF (http://crfpp.googlecode.com/svn/trunk/doc/index.html). 

The parameters for CRFs were optimized using the training set. The details of the CRF-

based approach implemented in this study can be found in Lei et al. [21].

DNN-based NER—Researchers have proposed different approaches of designing deep 

neural networks for NLP systems. In this research, we adopted one of the popular 

architectures from Dr. Ronan Collobert – the sentence level log-likelihood approach[23], 

which consists of a convolutional layer, a non-linear layer using the hard version of the 

hyperbolic tangent (HardTanh), and several linear layers. This structure has been widely 

used in various NLP tasks and achieved state-of-the-art performances. Figure 1 shows the 

DNN architecture as well as the propagate function for each layer.

When calculating the classification score for a word, the context words within a specific 

window size W of the target word are taken as inputs. For the words near the beginning or 

the end of a sentence, a pseudo padding word will be used to form a fixed length input 

vector. Each word in the input window can be mapped to an N-dimension vector (N is the 

embedding dimension) using an embedding matrix. Then, a convolutional layer generates 

1Available at http://www.cnts.ua.ac.be/conll2000/chunking/conlleval.txt
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the global features represented as a number of global hidden nodes. Both the local features 

and the global features are then fed into a standard affine network trained using back 

propagation. The lost function is defined using the following sentence level log likelihood:

(1)

where, S(X,T) is the sentence level log-likelihood score that the sequence of tag T was 

asigned to the input sequemce X, H(Tt-1,Tt) is a global transition score from tag Tt-1 to tag Tt, 

and the DNN(Xt, Tt) is the score of asigning the tag Tt to an input word Xt assigned by the 

DNN.

Word embedding is a popular method to enrich the traditional bag-of-word representation 

through mapping the words into real value vectors. Previous research shows that the 

embedding space is more powerful than the one-hot representation (e.g., bag-of-words) as it 

conveys more semantic meanings. We adopted the ranking-based embedding method 

developed by Collobert. The ranking-based embedding treats a sequence of words naturally 

occurring in the free text as a positive sample. For example, we can form a fixed length 

positive sample X={wL2, wL1, w0, wR1, wR2} for each word in a sentence given the window 

size of 5, where, w0 is the target word, wR1 and wR2 are the right-side context words, wL1 

and wL2 are the left-side context words. The embedding procedure will generate a negative 

sample X*={wL2, wL1, w*, wR1, wR2} by replacing the central word (w0) with another word 

(w*) that is randomly picked from the vocabulary and try to minimize the ranking criteria 

with respect to:

(2)

The DNN parameters were updated following the standard stochastic gradient descent, as 

shown in equation 3.

(3)

Where, λ is the learning rate and Δθ is the gradient.

We implemented two DNN-based NER approaches for Chinese clinical text. The first model 

starts with a random initialized word embedding matrix, which will then be updated during 

the back propagation training procedure. The other DNN model starts with the word 

embedding matrix derived from the unlabeled notes. The DNN parameters are tuned by 

splitting one-fifth of the training samples as a validation set using early stopping strategy. 

Following the work by Collobert [23], we fixed the learning rate at 0.01 and the word 

embedding dimension at 50. The hidden node number was set to 100, as we tested the 

numbers from 50 to 500 and noticed that 100 achieved the best performance on the 

validation set and no further significant improvement was observed when increasing the 

number of hidden nodes. The window sizes for training the word embedding and sequence 

labeling were fixed at 11 and 5, respectively. All DNN parameters were updated using the 

standard stochastic gradient descent through back propagation.
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Results

Table 2 shows the performance on the test dataset for the CRFs, the DNN with random 

initialized word embedding, and the DNN with word embedding derived from the unlabeled 

corpus. All evaluation scores were based on exact-matching criteria. At the minimal feature 

setting, the baseline method (CRFs) achieved an F-1 score of 0.9197. The DNN with 

randomly initialized word embedding achieved an F1-score of 0.9071, which was not better 

than the baseline performance. The F-1 score of the DNN approach was remarkably 

improved to 0.9280 by using the word embedding derived from the unlabeled corpus. The 

best DNN-based NER system outperformed the CRFs by more than 0.8% on F1-score. The 

Wilcoxon test showed that the best DNN-based NER system outperformed the CRFs with a 

significant p-value of 1.832e-07. Table 3 shows the performance of the best DNN system for 

each entity type. The DNN system with word embeddings achieved the highest F1-score of 

0.9489 for lab tests and the lowest F1-score of 0.8113 for procedures.

Discussion

In this study, we examined a novel deep learning method for NER tasks in Chinese clinical 

text. When only word feature was used, our DNN-based NER system that utilizes word 

embeddings derived from another unlabeled corpus achieved better performance than the 

traditional CRF-based NER system, indicating the potential of using DNN for clinical NER 

in Chinese clinical documents. To the best of our knowledge, this is the first study that 

investigated deep learning technologies for NER tasks in clinical documents written in 

Chinese.

We conducted further analysis of the DNN-based NER system and found that the 

performance improvement was from the semantic information automatically captured by the 

DNN-based word embeddings. Table 4 shows some examples of semantically related words 

captured through word embeddings. The nearest neighbors were derived by calculating the 

cosine similarity using word embeddings. Most of the neighbors in Table 4 are related to the 

target words, and such semantic relatedness was captured in the embedding space. However, 

they may not have any relation in the representation space like bag-of-words.

As NER is an extensively studied task in NLP, many types of features, including the 

orthographic information, the prefix and suffix, part-of-speech (POS) tags, syntax from 

parse trees, and existing knowledge bases, have been proved to be useful. On the same 

dataset, the state-of-the-art CRFs-based NER system that was optimized through manual 

feature engineering could achieve the best F1-score of 0.9353 [21], which was higher than 

the DNN-based NER developed in this study. However, the DNN-based NER approach uses 

word feature only and it requires a minimal effort on feature engineering. The simplicity of 

the DNN-based approach not only reduces human time on feature engineering, but also 

makes the implementation of NLP systems easier. For example, obtaining syntax features by 

parsing sentences could be time consuming and sometimes not feasible in certain real-time 

applications. However, by using DNN-based approaches, an NER system could still achieve 

reasonable performance even without running parsers to get the syntax features. Moreover, 

we believe that the unsupervised feature learning from large unlabeled corpora would 
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significantly reduce NLP researchers’ time on task-specific feature engineering, thus 

enabling efficient development of NER systems for different tasks in various domains.

In the future, we plan to investigate different approaches to further improve the performance 

of DNN-based NER systems for Chinese clinical text. A straightforward approach is to 

increase the size of the unlabeled clinical corpus, as previous work has shown that the DNN 

model benefited from a larger unlabeled corpus. For example, Collobert et al. used the entire 

English Wikipedia and the Reuters corpus to derive word embeddings. Another appealing 

research direction is to integrate other linguistic or domain-specific features with the DNN 

model built on word embeddings to further improve the performance. A previous study by 

Wang et. al. [31] revealed that low dimension continuous space representation works 

significantly better in DNN than in the traditional systems (e.g., CRFs). However, high 

dimension discrete feature representation works better in the traditional systems than in the 

DNNs. Incorporating the high dimension discrete features into the deep neural network 

remains a challenge. Recent research from Ma et al. [32] showed that the performance of 

DNN based POS tagging system can be improved by combining a dense embedding feature 

based neural network with a discrete feature based neural network using a shared output 

layer. We will further investigate new methods that could combine the two types of feature 

representations in the future.

Conclusion

In this study, we investigated deep neural network for NER from Chinese clinical text. Our 

results showed that DNN outperformed CRFs at the minimal feature setting, achieving the 

highest F1-score of 0.9280. Further analysis showed that the performance improvement was 

from the semantic information automatically captured by the DNN-based word embeddings, 

indicating the usefulness of unsupervised feature learning.
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Figure 1. 
The sentence approach DNN
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Table 1

Description of annotated Chinese admission notes

Training Test

# Notes 266 134

# Sentences 20,506 10,287

# Characters 277,701 139,885

# Problems 16,253 8,180

# Procedures 1,500 671

# Tests 7,414 3,754

# Medication 840 361
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Table 2

Performances of machine learning methods

Precision Recall F1-score

CRFs 0.9265 0.9130 0.9197

DNN 0.9007 0.9136 0.9071

DNN+Embedding 0.9237 0.9321 0.9280
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Table 3

Performances for each entity type (DNN + embedding)

Precision Recall F1-score

Problems 0.9267 0.9356 0.9311

Procedures 0.8119 0.8107 0.8113

Medications 0.8604 0.8366 0.8483

Lab Tests 0.9427 0.9553 0.9489
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Table 4

Examples of nearest neighbors captured in word embeddings

一
(one)

左
(left)

肢
(extremity)

喉
(larynx)

三(three) 右(right) 颌(jaw) 颠(temporal)

二(two) 双(bilateral) 月市(lung) 局(local)

半(half) 两(double) 臂(arm) 鼻(nose)

0 (zero) 上(upper) 舌(tongue) 窦(sinus)

两(double) 并(accompany) 壁(wall) 腔(tibia)

数(several) 有(have) 述(mentioned) 睑(eyelid)

有(have) 0. 午(noon) 峡(isthmi)

较(compare) 前(front) 显(show) 脚(foot)

0-0 枕(Occipital) 颈(neck) 涕(nasal mu-
cus)

每(each) 下(lower) 臀(buttocks) 髋(hip)
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