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This paper uses mutual information to quantify the relationship between envelope modulation fidel-

ity and perceptual responses. Data from several previous experiments that measured speech intelli-

gibility, speech quality, and music quality are evaluated for normal-hearing and hearing-impaired

listeners. A model of the auditory periphery is used to generate envelope signals, and envelope

modulation fidelity is calculated using the normalized cross-covariance of the degraded signal en-

velope with that of a reference signal. Two procedures are used to describe the envelope modula-

tion: (1) modulation within each auditory frequency band and (2) spectro-temporal processing that

analyzes the modulation of spectral ripple components fit to successive short-time spectra. The

results indicate that low modulation rates provide the highest information for intelligibility, while

high modulation rates provide the highest information for speech and music quality. The low-to-

mid auditory frequencies are most important for intelligibility, while mid frequencies are most im-

portant for speech quality and high frequencies are most important for music quality. Differences

between the spectral ripple components used for the spectro-temporal analysis were not significant

in five of the six experimental conditions evaluated. The results indicate that different modulation-

rate and auditory-frequency weights may be appropriate for indices designed to predict different

types of perceptual relationships. VC 2015 Acoustical Society of America.

[http://dx.doi.org/10.1121/1.4931899]

[ICB] Pages: 2470–2482

I. INTRODUCTION

Envelope modulation is related to speech intelligibility

(Drullman et al., 1994; Xu and Pfingst, 2008), speech quality

(van Buuren et al., 1999), and music quality (Croghan et al.,
2014). The strength of these relationships has led to the de-

velopment of several predictive indices based on measuring

changes in the signal envelope modulation. However, the

relative importance of different auditory frequency analysis

bands and different modulation rate regions for modeling au-

ditory judgments has not been established. This paper

presents an analysis of the information provided by envelope

modulation fidelity as a function of auditory analysis fre-

quency and modulation rate when applied to speech intelligi-

bility scores, speech quality judgments, and music quality

judgments made by normal-hearing and hearing-impaired

listeners.

The relationship between envelope modulation and

speech intelligibility has been exploited in several intelligi-

bility indices. The Speech Transmission Index (STI)

(Steeneken and Houtgast, 1980; Houtgast and Steeneken,

1985), for example, uses bands of amplitude-modulated

noise as probe signals and measures the reduction in signal

modulation depth. Speech-based versions of the STI have

been developed that are based on estimating the signal-to-

noise ratio (SNR) from cross-correlations of the signal enve-

lopes in each frequency band (Goldsworthy and Greenberg,

2004; Payton and Shrestha, 2013). Dubbelboer and Houtgast

(2008) proposed using the SNR estimated in the modulation

domain to estimate intelligibility, and Jørgensen and Dau

(2011) and Chabot-Leclerc et al. (2014) have extended this

concept to using the envelopes produced by a model of the

auditory periphery (Dau et al., 1997). In addition, Falk et al.
(2010) have proposed using the ratio of low-to-high enve-

lope modulation rate energies as a non-invasive intelligibil-

ity and quality index for reverberant speech. Taal et al.
(2011) have developed the short-time objective intelligibility

measure (STOI), which uses envelope correlations computed

within auditory frequency bands for 382-ms speech seg-

ments, and an intelligibility index based on averaging enve-

lope correlations for 20-ms speech segments has been

developed by Christiansen et al. (2010). Changes in the sig-

nal spectro-temporal modulation, extracted from the enve-

lope in each frequency band by forming a sequence of

short-time spectra and then measuring how the spectral rip-

ple fluctuates over time, have also been used to predict

speech intelligibility (Chi et al., 1999; Elhilali et al., 2003;

Kates and Arehart, 2014b).

Changes to the envelope have been used to predict

speech and music quality as well. The HASQI speech quality

index (Kates and Arehart, 2010, 2014a) starts with the short-

time spectra produced at the output of an auditory model. At

each segment interval, the spectra are fitted with half-cosine

basis functions to produce a set of spectral ripple compo-

nents. The quality index is computed using the normalized

cross-covariances of the spectral ripple components of thea)Electronic mail: James.Kates@colorado.edu
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degraded speech with those of the reference speech. In the

PEMO-Q index (Huber and Kollmeier, 2006) that is used to

predict both speech and music quality, the signal envelope is

extracted from each frequency band in an auditory model.

The envelope in each auditory frequency band is passed

through a modulation filter bank. The degraded signal is

compared to the clean reference signal by computing the

normalized cross-correlation of each modulation rate output

at each auditory analysis frequency and taking the average.

In some indices (e.g., Kates and Arehart, 2010, 2014a,b)

the envelope modulation outputs are passed through a low-

pass filter based on the temporal modulation transfer func-

tion (Viemeister, 1979; Dau et al., 1997). The lowpass filter

produces an implicit weighting of modulation rate by the en-

velope intensity within each modulation frequency region. In

other indices, the outputs of the modulation filter bank, or

the outputs produced by the spectro-temporal analysis, are

combined across modulation filters. Typically, the normal-

ized outputs of the modulation filters are summed across

modulation rate using a uniform weighting (Steeneken and

Houtgast, 1980; Elhilali et al., 2003; Huber and Kollmeier,

2006; Jørgensen and Dau, 2011) independent of whether

intelligibility or quality is being predicted. In the index

developed by Falk et al. (2010), the four modulation rate

bands below 22 Hz are combined with uniform weights to

estimate the speech intelligibility or quality component of

the degraded signal, while the four higher modulation rate

bands are combined with uniform weights to give the degra-

dation component. However, a recent paper by Chabot-

Leclerc et al. (2014) has shown that for some signal degrada-

tions, improved performance in predicting intelligibility can

be achieved by having the modulation filter weights depend

on the signal characteristics. At this time there is no clear ra-

tionale for selecting one set of weights over another, so the

first question considered in this paper is to determine which

envelope modulation rates provide the most information

relating signal characteristics to subject performance.

An additional consideration is the relative importance of

the different auditory frequency bands or the different spec-

tral ripple components. The STI (Steeneken and Houtgast,

1980; Houtgast and Steeneken, 1985) applies a set of audi-

tory frequency-dependent weights to the modulation depth

values measured within the separate auditory frequency

bands. In most of the other indices based on the envelope

outputs in auditory frequency bands (Huber and Kollmeier,

2006; Falk et al., 2010; Christiansen et al., 2010; Jørgensen

and Dau, 2011; Taal et al., 2011; Chabot-Leclerc et al.,
2014), a uniform weighting is applied to all of the auditory

frequencies. Similarly, the intelligibility and quality indices

developed by Kates and Arehart (2010, 2014a,b) apply uni-

form weights to the spectral ripple components. Thus a sec-

ond question is to determine which auditory frequency bands

provide the most information for the different types of

stimuli.

A further consideration is the impact of hearing loss.

Even when amplification is provided, hearing-impaired

listeners often have more difficulty understanding speech pre-

sented in noise or modified by distortion than do normal-

hearing listeners (Festen and Plomp, 1990). Hearing-impaired

listeners also have difficulty in extracting the temporal fine

structure of a signal (Hopkins et al., 2008). And while the

ability to use envelope modulation in understanding speech

remains close to normal in quiet (Turner et al., 1995; Lorenzi

et al., 2006), it is reduced for speech in noise (Başkent, 2006).

However, quality ratings for speech and music after nonlinear

and/or linear processing are similar for listeners with and

without hearing loss (Arehart et al., 2010, 2011). Thus a third

objective of this paper is to compare the amount of informa-

tion provided by changes in the envelope modulation in rela-

tion to perceptual judgements from normal-hearing (NH) and

hearing-impaired (HI) listeners for the different types of

stimuli.

The criterion used in this paper to evaluate the relative

importance of the envelope modulation rate bands is mutual

information (Moddemeijer, 1999; Taghia and Martin, 2014)

and the uncertainty coefficient (Press et al., 2007; Kates

et al., 2013). The uncertainty coefficient is used instead of

the Pearson correlation coefficient. The models used to relate

changes in the envelope modulation to the subject responses

often involve nonlinear transformations of the measured en-

velope behavior; for example, the HASPI intelligibility

index (Kates and Arehart, 2014b) uses a logistic transforma-

tion of the envelope modulation and the HASQI version 2

quality index (Kates and Arehart, 2014a) uses the square of

the envelope modulation. The uncertainty coefficient gives

the degree to which one variable is related to another without

making any assumptions as to whether the relationship is lin-

ear or involves a nonlinear transformation, and it does not

require that the form of the nonlinear transformation be

known. The Pearson correlation coefficient, on the other

hand, assumes a linear relationship between the two varia-

bles; transformed variables can be used in the Pearson corre-

lation calculation, but the nature of the transformation must

be specified prior to performing the calculation. Mutual in-

formation thus has the advantage of showing a potentially

nonlinear relationship between variables without needing a

mathematical expression of what that relationship may be,

and mutual information can also describe nonlinear depend-

encies between variables that correlation may miss.

The purpose of this paper is to investigate the relative

information provided by changes in envelope modulation for

the following.

(1) Different procedures for describing the envelope modu-

lation, specifically measuring the modulation rates

within each auditory analysis band as compared to ana-

lyzing the spectro-temporal modulation across auditory

bands.

(2) Different types of judgments, specifically quality as

compared to intelligibility.

(3) Different stimuli, specifically quality ratings of music as

compared to speech.

(4) Different hearing loss status, specifically listeners with

sensorineural hearing loss as compared to listeners with

normal hearing.

The remainder of the paper continues with a description

of the subject data used for the intelligibility, speech quality,
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and music quality comparisons. The auditory model used to

produce the envelope signals is presented next, followed by

the procedures used to extract the envelope modulation

within each auditory analysis band and to extract the

spectro-temporal modulation across the auditory bands. The

mutual information analysis and the uncertainty coefficient

are then described. Results are presented showing the uncer-

tainty coefficients between the envelope modulation rates

and the subject intelligibility scores and quality ratings. The

paper concludes with a discussion of the implications of the

results for the design of intelligibility and quality indices.

II. METHODS

A. Subject data

The mutual information analysis is applied to datasets

from several previously-published experiments. The datasets

include speech intelligibility scores, speech quality ratings,

and music quality ratings. The different datasets, summar-

ized here, allow the comparison of the importance of audi-

tory frequency bands and modulation rates for different

types of experiments.

1. Speech intelligibility

Four intelligibility datasets were used in this paper. The

same data were used by Kates and Arehart (2014b) in devel-

oping the HASPI intelligibility index, and an overview can

be found in that paper. The data came from four experi-

ments: (1) noise and nonlinear distortion (Kates and Arehart,

2005), (2) frequency compression (Souza et al., 2013;

Arehart et al., 2013a), (3) noise suppression (Arehart et al.,
2013b), and (4) noise vocoder (Anderson, 2010).

The noise and nonlinear distortion experiment (Kates

and Arehart, 2005) had 13 adult listeners with normal hear-

ing and nine with mild-to-moderate sensorineural hearing

loss. The test materials consisted of the Hearing-in-Noise-

Test (HINT) sentences (Nilsson et al., 1994). Each test sen-

tence was combined with additive stationary noise, or was

subjected to symmetric peak-clipping distortion or symmet-

ric center-clipping distortion. The additive noise was

extracted from the opposite channel of the HINT test com-

pact disk. The peak-clipping and center-clipping distortion

thresholds were set as a percentage of the cumulative histo-

gram of the magnitudes of the signal samples for each sen-

tence. Peak-clipping thresholds ranged from infinite clipping

to no clipping, and center-clipping thresholds ranged from

98% to no clipping. The stimuli were presented to the

normal-hearing listeners at a RMS level of 65 dB sound

pressure level (SPL). The speech signals were amplified for

the individual hearing loss, when present, using the National

Acoustics Laboratories-Revised (NAL-R) linear prescriptive

formula (Byrne and Dillon, 1986).

The frequency compression experiment (Souza et al.,
2013; Arehart et al., 2013a) had 14 adult listeners with nor-

mal hearing and 26 listeners with mild-to-moderate sensori-

neural high-frequency loss. The stimuli for the intelligibility

tests consisted of low-context IEEE sentences (Rosenthal,

1969) spoken by a female talker. The sentences were used in

quiet and combined with multi-talker babble at SNRs rang-

ing from �10 to 10 dB in steps of 5 dB. After the addition of

the babble, the sentences were processed using frequency

compression. Frequency compression was implemented

using sinusoidal modeling (McAulay and Quatieri, 1986) in

a two-channel implementation. The low frequencies passed

through the system unaltered, while frequency compression

was applied to the high frequencies. The ten highest peaks in

the high-frequency band were selected, and the amplitude

and phase of each peak were preserved while the frequencies

were reassigned to lower values. Output sinusoids were then

synthesized at the shifted frequencies (Quatieri and

McAulay, 1986; Aguilera Mu~noz et al., 1999) and combined

with the low-frequency signal. The frequency-compression

parameters included three frequency compression ratios

(1.5:1, 2:1, and 3:1) and three frequency compression cutoff

frequencies (1, 1.5, and 2 kHz). The stimulus level for the

normal-hearing subjects was 65 dB SPL. The speech signals

were amplified for the individual hearing loss, when present,

using NAL-R equalization (Byrne and Dillon, 1986).

The noise suppression experiment (Arehart et al.,
2013b) had seven younger adult listeners with normal hear-

ing and thirty older adult subjects with mild-to-moderate

sensorineural hearing loss. The stimuli consisted of low-

context IEEE sentences (Rosenthal, 1969) spoken by a

female talker. The sentences were combined with multi-

talker babble at signal-to-noise ratios of �18 to þ12 dB in

steps of 6 dB. The sentence level prior to noise suppression

was set to 65 dB SPL. The noisy speech stimuli were proc-

essed with an ideal binary mask noise-reduction strategy

(Kjems et al., 2009). The processing was implemented using

20-ms time frames having 50% overlap. The local SNR was

computed for each time-frequency cell and compared to a

local criterion (LC) of 0 dB, resulting in a gain decision of 1

if the local SNR was above LC, and 0 otherwise. Similar to

the procedure in Li and Loizou (2008), errors were intro-

duced into the ideal binary mask by randomly flipping a cer-

tain percentage (0, 10, and 30%) of the gain decisions for

each time-frequency cell either from 0 to 1 or from 1 to 0.

The binary patterns were then converted into gain values,

where 1’s were converted into 0 dB gain and the zeros were

converted into an attenuation of either 10 or 100 dB.

Following the noise suppression processing, the speech sig-

nals were amplified for the individual hearing loss, when

present, using NAL-R equalization (Byrne and Dillon,

1986).

The noise vocoder experiment (Anderson, 2010) had ten

adult subjects with normal hearing and ten with mild-to-

moderate sensorineural hearing loss. The test materials were

low-context sentences from the IEEE corpus (Rosenthal,

1969) spoken by a male and by a female talker. The speech

was processed without any interfering signal or combined

with multi-talker babble at SNRs of 18 and 12 dB. The sen-

tences were passed through a bank of 32 band-pass filters

with center frequencies distributed on an auditory frequency

scale. The speech envelope in each band was extracted via

the Hilbert transform followed by a 300-Hz lowpass filter.

Two types of vocoded signals using noise carriers were pro-

duced. One signal was produced by multiplying the noise
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carrier in each frequency band by the speech envelope deter-

mined for that band (Shannon et al., 1995). For the second

signal, the fluctuations of the noise carrier within the fre-

quency band were first reduced by dividing the noise carrier

by its own envelope (Kohlrausch et al., 1997) before multi-

plying it by the speech envelope for the band. The vocoding

was applied to the speech-plus-babble signal starting with

the highest frequency bands and proceeding to lower fre-

quencies. The degree of vocoding was increased in steps of

two frequency bands from no bands vocoded to the 16

highest-frequency bands vocoded. The stimulus level for the

normal-hearing listeners was 65 dB SPL, and NAL-R ampli-

fication (Byrne and Dillon, 1986) was provided for the HI

listeners.

2. Speech quality

The speech quality data used in this paper comprised the

noise and nonlinear distortion results reported by Arehart

et al. (2010). A total of 14 subjects with normal hearing and

15 subjects with mild to moderate-severe sensorineural hear-

ing losses took part in the experiment. The test materials

were two sets of concatenated sentences from the HINT

(Nilsson et al., 1994), with one concatenated two-sentence

set spoken by a male talker and another two-sentence set

spoken by a female talker (Nilsson et al., 2005). The task of

the listener was to indicate the rating of sound quality on a

rating scale which ranged from 1 (poor sound quality) to 5

(excellent sound quality) (International Telecommunication

Union, 2003).

In previous analyses (Kates and Arehart, 2010, 2014a)

using these data, the quality ratings for each subject were

normalized so that the highest observed rating was reset to 1

and the lowest rating was reset to 0. The rating normalization

reduced the intersubject variability caused by different sub-

jects adopting different internal anchors or using only part of

the rating scale. In the present study, the differences in the

mutual information analysis for the normalized versus

unnormalized data were very small, and the results for the

unnormalized data are presented.

The processing conditions were implemented using a

simulated hearing aid programmed in MATLAB. The order of

processing was additive noise, followed by nonlinear proc-

essing. The final processing step was to adjust the loudness

of the filtered signal to match that of the unprocessed refer-

ence. The level of presentation for the subjects in the NH

group was 72 dB SPL, and the stimuli were amplified for lis-

teners in the HI group using the NAL-R linear prescriptive

formula based on individual thresholds (Byrne and Dillon,

1986). Stimuli were presented to the listeners monaurally

using headphones in a sound booth.

The noise conditions included speech in stationary

speech-shaped noise and speech in multi-talker babble at a

range of SNRs. The distortion conditions included instanta-

neous peak clipping and amplitude quantization. Dynamic-

range compression (Kates and Arehart, 2005) was included

both for the clean speech and for speech in babble. Spectral

subtraction (Tsoukalis et al., 1997) was included to give a

set of noise-suppression conditions for speech in babble at a

range of SNRs. The final noise and nonlinear condition com-

bined spectral subtraction with compression for speech in

babble.

3. Music quality

The music quality data used in this paper comprised the

noise and nonlinear distortion results reported by Arehart

et al. (2011). A total of 19 subjects with normal hearing and

15 subjects with mild to moderate-severe sensorineural hear-

ing losses took part in the experiment. Three music seg-

ments, each of approximately 7 s duration, were used. The

first segment was an excerpt from a jazz trio comprising

piano, string bass, and drums. The second segment was an

excerpt from the second movement of Haydn’s Symphony

No. 82, which features a full orchestra. The third segment

was an extract of a jazz vocalist singing nonsense syllables

(“scat” singing) without any accompaniment. The stimulus

presentation and signal processing conditions of the music

experiment duplicated those of the speech quality experi-

ment described above, and unnormalized quality ratings are

used for the analysis presented in this paper.

B. Auditory model

The envelope signals analyzed in this paper were the

outputs from an auditory model. A detailed description of

the model is presented in Kates (2013), and summaries are

presented in Kates and Arehart (2014a,b). The envelope

modulation analysis compares the model outputs for two

separate signals: one set of outputs is for the reference signal

that is free of any degradation, while the second set of out-

puts is for the degraded signal. The signal comparison uses

normalized cross-covariances of the envelope signals. For

NH listener calculations, both the reference and degraded

signal outputs are produced using the auditory model

adjusted for normal hearing. For HI listener intelligibility

calculations, the reference signal is passed through the model

adjusted for the normal auditory periphery while the

degraded signal is passed through the model adjusted for the

impaired ear. For HI quality calculations, both signals are

passed through the model adjusted to reproduce the impaired

periphery.

The auditory model is shown in the block diagram of

Fig. 1. The model can be adjusted to reflect the effects of

outer hair-cell (OHC) and inner hair-cell (IHC) damage, and

the model for normal hearing is the same as for hearing loss

but with the OHC and IHC damage set to zero. The model is

designed to reproduce results from headphone listening, so

the head-related transfer function and ear-canal resonance

are not included. The model operates at a 24-kHz sampling

rate, and the signal is first resampled if needed. The resam-

pling is followed by the middle ear filter, which is imple-

mented as a two-pole highpass filter at 350 Hz in series with

a one-pole lowpass filter at 5000 Hz. The auditory analysis

uses a 32-band gammatone filter bank with band center fre-

quencies spanning 80 to 8000 Hz, and the filter bandwidths

are increased in response to increasing signal intensity. The

dynamic-range compression associated with the OHC func-

tion is implemented by multiplying the auditory filterbank
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output by a control signal produced by the control filter

bank. The control signal provides linear amplification for

inputs below 30 dB SPL and above 100 dB SPL, and pro-

vides frequency-dependent compression in between. The

compression ratio ranges from 1.25:1 at 80 Hz to 3.5:1 at

8000 Hz for the normal ear. The control filters are set to the

widest bandwidths allowed by the model, which also pro-

duces two-tone suppression. IHC firing rate adaptation, with

time constants of 2 and 60 ms, is the final processing stage in

the model. Hearing loss is represented by an increase in the

auditory filter bandwidth, a reduction in the OHC compres-

sion ratio, a reduction in two-tone suppression, and a shift in

auditory threshold. Two model outputs are available, one

which includes the signal temporal fine structure and one

which tracks the signal envelope; only the envelope output

has been used in this paper.

C. Envelope modulation

Two envelope analysis procedures are used in this pa-

per. One compares the envelope modulation within auditory

frequency bands, while the second compares spectro-

temporal modulation across auditory frequency bands as

measured using cepstral correlation coefficients (Kates and

Arehart, 2010, 2014a,b). For both procedures, the envelope

modulations of the degraded signal are compared to those of

the clean reference using a normalized cross-covariance.

Perfect agreement yields a value of 1, while completely in-

dependent envelope modulation in the two signals produces

a value of 0.

The auditory band envelope modulation comparison is

shown in Fig. 2. The output of the auditory model was the

envelope in each frequency band after being converted to dB

re: auditory threshold. The envelopes in each frequency

band were lowpass filtered at 320 Hz using a 384-tap (16

ms) linear-phase finite-impulse response (FIR) filter, and the

envelope was resampled at 1000 Hz. The intervals in the

stimuli falling below a silence threshold were pruned, and

the envelopes then passed through a modulation filterbank

comprising ten filters from 0 to 320 Hz implemented using

512-tap linear-phase FIR filters at the 1-kHz sampling rate.

The leading and trailing filter transients were removed,

giving filtered envelopes having the same length as the input

envelope sequences. The ten modulation filter bands are

listed in Table I. For each modulation filter output in each

auditory analysis band, the envelope of the processed signal

being evaluated was compared to the envelope of the unpro-

cessed reference signal using a normalized cross-covariance,

giving a value between 0 and 1, with 1 representing perfect

envelope fidelity. The result of the envelope modulation

analysis was a correlation matrix having 32 auditory analysis

bands by ten envelope modulation rate filters.

The spectro-temporal modulation comparison procedure

is shown in Fig. 3. The processing started with the same fil-

tered and sub-sampled log-envelope signals as used for the en-

velope comparison in auditory filter bands, again with the

sub-threshold segments removed. At each time increment at

the 1-kHz sub-sampling rate, the log-envelope samples in the

32 auditory analysis filters were fitted with a set of ten basis

functions that started with one-half cycle of a cosine spanning

the spectrum and extended to five cycles spanning the spec-

trum. The spectrum consists of log amplitude values in each

auditory frequency band. The basis functions were thus fit to a

log spectrum computed on an auditory frequency scale, so

they correspond to short-time mel cepstral coefficients. More

details on the calculation of the cepstral coefficients can be

found in Kates and Arehart (2010, 2014a,b). The basis func-

tions also correspond to the principal components of speech

FIG. 1. Block diagram of the auditory model used for the envelope analysis.

FIG. 2. Block diagram showing the envelope modulation cross-correlation

procedure.

TABLE I. Modulation rate filters used for the envelope analysis.

Filter number Modulation filter range, Hz

1 0–4

2 4–8

3 8–12.5

4 12.5–20

5 20–32

6 32–50

7 50–80

8 80–125

9 125–200

10 200–325
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determined by Zahorian and Rothenberg (1981), who found

that the first five principal components explained about 90%

of the speech short-time spectral variance and that the first ten

components explained about 97% of the variance. The ten

cepstral coefficients were then passed through the modulation

filterbank. For each modulation filter output for each cepstral

coefficient, the envelope of the processed signal being eval-

uated was compared to the envelope of the unprocessed refer-

ence signal using a normalized cross-covariance. The result of

the envelope modulation analysis was a correlation matrix

having ten cepstral correlation coefficients by ten envelope

modulation rate filters.

Examples of the normalized cross-covariances are pre-

sented in Fig. 4. The speech stimulus was a pair of sentences

spoken by a female talker, and the auditory model parame-

ters were set for normal hearing. The interference in plots (a)

and (c) was multi-talker babble at a signal-to-noise ratio

(SNR) of 20 dB, and the SNR was reduced to 5 dB for plots

(b) and (d). Plots (a) and (b) are for the auditory band corre-

lation analysis illustrated in Fig. 2, while plots (c) and (d)

are for the cepstral correlation analysis illustrated in Fig. 3.

For the auditory band procedure, the normalized cross-

correlation tends to be highest at low envelope modulation

rates and high auditory frequencies. For the cepstral correla-

tion procedure, the normalized cross-correlation tends to be

highest at low modulation rates, with a relatively weak de-

pendence on spectral ripple density. For both procedures,

reducing the SNR reduces the magnitude of the normalized

cross-correlation while preserving the general pattern across

modulation rate and auditory frequency.

D. Uncertainty coefficients

The uncertainty coefficient (Press et al., 2007; Kates

et al., 2013) is the ratio of the mutual information between

FIG. 3. Block diagram showing the cepstral correlation procedure.

FIG. 4. Contour plots showing the normalized envelope cross-correlations for a pair of sentences spoken by a female talker in a background of multi-talker

babble for normal hearing: (a) envelope modulation rate in each auditory analysis band, SNR¼ 20 dB, (b) envelope modulation rate, SNR¼ 5 dB, (c) cepstral

correlation, SNR¼ 20 dB, and (d) cepstral correlation, SNR¼ 5 dB.
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two variables to the entropy of one or both of those varia-

bles. The mutual information I(x,y) between random varia-

bles x and y is given by the entropies H(x), H(y), and H(x,y):

Iðx; yÞ ¼ HðxÞ þ HðyÞ � Hðx; yÞ: (1)

The entropy measures the uncertainty or randomness of a

variable. The entropy in bits is given by

HðxÞ ¼ �
X

x

PðxÞ log2 PðxÞ; (2)

where P(x) is the probability density function for x and the

summation is over all observed values of x. The uncertainty

coefficient is then calculated as

Uðx; yÞ ¼ Iðx; yÞ=HðxÞ: (3)

A more comprehensive explanation of mutual information

and the uncertainty coefficient is provided by Kates et al.
(2013).

The uncertainty coefficient was used to relate the modu-

lation filter cross-covariance values to the subject results.

The envelope modulation correlations and cepstral correla-

tions between the degraded and reference signals were com-

puted for each processing condition and subject in each of

the experiments. Twelve separate sets of comparisons were

computed based on the type of correlation (auditory band

modulation correlation or cepstral correlation), type of

experiment (intelligibility, speech quality, or music quality),

and hearing loss group (normal or impaired hearing). For

each of these twelve sets of conditions, the mutual informa-

tion was computed between the subject results (intelligibility

score or quality rating) and the normalized envelope cross-

covariance value for each combination of auditory analysis

frequency (or cepstral correlation coefficient) and envelope

modulation rate. The entropy of the subject results was also

computed for the data, and the uncertainty coefficient at

each combination of auditory frequency and modulation rate

was produced by dividing the mutual information by the sub-

ject entropy.

III. RESULTS

The uncertainty coefficients for datasets from the NH and

HI listeners are plotted in Figs. 5 and 6, respectively. Each of

the two figures comprises six sub-plots. Plots (a)–(c) are for

the auditory band correlation analysis, while plots (c)–(e) are

for the cepstral correlation analysis. Plots (a) and (d) are for

speech intelligibility, plots (b) and (e) are for speech quality,

and plots (c) and (f) are for music quality. Each sub-plot shows

the information measured between the envelope modulation

correlations and the subject data as a function of envelope

modulation rate and auditory frequency or spectral ripple.

None of the uncertainty coefficient distributions satisfied

the Kolmogorov-Smirnov goodness-of-fit hypothesis test, so

the nonparametric Friedman test was used to determine if au-

ditory frequency or envelope modulation rate were signifi-

cant factors. The results of the Friedman test are presented in

Table II. The modulation rate is significant for all twelve

information analyses: both hearing groups, all three experi-

ments and both envelope analysis procedures. When the en-

velope analysis is performed in auditory frequency bands,

the frequency band is significant for both listener groups and

all three experiments. However, the cepstral correlation basis

function (spectral ripple density) is only significant for the

HI speech quality, and is not significant for the other five

comparisons.

The Tukey HSD test was used to identify significant

differences in auditory frequency band and envelope mod-

ulation rate. In Fig. 5(a) for NH intelligibility, the uncer-

tainty coefficients for modulation rates below 12.5 Hz are

significantly greater than for the rates above 20 Hz, and the

coefficients for auditory frequencies between 1.6 and 2.1

kHz are significantly greater than the coefficients for fre-

quencies between 4.1 to 5.2 kHz and between 6.4 to 8 kHz.

In Fig. 5(d), the uncertainty coefficients for modulation

rates below 12.5 Hz are significantly greater than the coef-

ficients between 32 and 80 Hz and between 125 and

320 Hz.

In Fig. 5(b) for NH speech quality, the uncertainty

coefficients for modulation rates below 12.5 Hz are signifi-

cantly lower than the coefficients for rates between 20 and

320 Hz, and the uncertainty coefficients for modulation

rates between 12.5 and 20 Hz are significantly lower than

the coefficients for rates between 50 and 80 Hz and

between 125 and 320 Hz. The uncertainty coefficients for

auditory frequency bands between 80 and 200 Hz are sig-

nificantly lower than the coefficients between 1.5 and 2.6

kHz. In Fig. 5(e), the uncertainty coefficients for modula-

tion rates less than 4 Hz are significantly lower than the

coefficients for rates between 125 and 320 Hz, and the

coefficients for rates below 4 Hz and between 8 and 20 Hz

are significantly lower than the coefficient for rates

between 125 and 200 Hz.

In Fig. 5(c) for NH music quality, the uncertainty coeffi-

cients for modulation rates below 12.5 Hz are significantly

lower than the coefficients for rates between 20 and 320 Hz,

and the coefficients for rates less than 20 Hz are significantly

lower than the coefficients for rates between 20 to 80 Hz and

between 125 and 320 Hz. The uncertainty coefficients for au-

ditory frequency bands between 80 and 490 Hz are signifi-

cantly lower than the coefficients for frequency bands

between 2.6 and 7.2 kHz. In Fig. 5(f), the uncertainty coeffi-

cients for modulation rates less than 4 Hz are significantly

lower than the coefficients for rates above 20 Hz.

The patterns for the HI listeners are similar to those for

the NH listeners. In Fig. 6(a) for HI intelligibility, the uncer-

tainty coefficients for modulation rates between 8 and

12.5 Hz and between 20 and 50 Hz are significantly greater

than the coefficients for rates between 125 and 320 Hz. The

uncertainty coefficients for auditory bands between 80 and

240 Hz are significantly greater than the coefficients for

bands between 4.6 and 7.2 kHz, the coefficients for auditory

bands between 870 Hz and 1.3 kHz are significantly greater

than the coefficients for bands between 4.1 and 8 kHz, and

the uncertainty coefficients for auditory bands between

420 Hz and 1.3 kHz are significantly greater than the coeffi-

cients for bands between 5.2 and 8 kHz. In Fig. 6(d), the
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uncertainty coefficients for modulation rates between 8 and

12.5 Hz and between 20 and 50 Hz are significantly greater

than the coefficients for rates between 125 and 320 Hz.

In Fig. 6(b) for HI speech quality, the uncertainty coeffi-

cients for modulation rates below 8 Hz are significantly

lower than the coefficients for rates above 20 Hz, and the

uncertainty coefficients for modulation rates below 12.5 Hz

are significantly lower than the coefficients for rates between

20 and 80 Hz and between 125 and 320 Hz. The uncertainty

coefficients for auditory bands between 80 and 150 Hz are

significantly lower than the coefficients for bands between

570 and 660 Hz, and the coefficients for bands between 5.7

and 8 kHz are significantly lower than for the bands between

490 and 760 Hz, between 1.3 and 1.6 kHz, and between 2.1

and 2.6 kHz

In Fig. 6(e), the uncertainty coefficients for modula-

tion rates below 4 Hz are significantly lower than the coef-

ficients for rates between 32 and 50 Hz and between 125

and 320 Hz, and coefficients for rates below 8 Hz are sig-

nificantly lower than the coefficients for rates between 125

and 200 Hz. The uncertainty coefficients for cepstral corre-

lation basis function 2 (1 cycle/spectrum) are significantly

lower than the coefficients for basis functions 6 through 8

(3 to 4 cycles/spectrum).

FIG. 5. Contour plots showing the uncertainty coefficients between the envelope information and the subject intelligibility scores or quality ratings for NH lis-

teners. The left column (a)–(c) is for envelope modulation rate measured in each auditory frequency band, while the right column (d)–(f) is for the short-time

spectrum fit with the cepstral correlation basis functions. The top row (a), (d) shows sentence intelligibility, the second row (b), (e) shows sentence quality,

and the third row (c), (f) shows music quality.
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In Fig. 6(c) for HI music quality, the uncertainty coeffi-

cients for modulation rates below 8 Hz are significantly

lower than the coefficients for rates above 12.5 Hz, and the

coefficients for rates below 12.5 Hz are significantly lower

than the coefficients for rates above 20 Hz. The uncertainty

coefficients for auditory bands between 80 and 350 Hz are

significantly lower than the coefficients for bands between

1.1 and 3.7 kHz and at 4.6 kHz. The uncertainty coefficients

for the auditory bands at 1.5 kHz is significantly greater than

the coefficient for the band at 8 kHz. In Fig. 6(f), the uncer-

tainty coefficients for modulation rates below 8 Hz are sig-

nificantly lower than the coefficients for rates between 20

and 50 Hz and between 125 and 320 Hz, and the coefficients

for rates below 12.5 Hz are significantly lower than the coef-

ficients for rates between 125 and 320 Hz.

IV. DISCUSSION

The results show that envelope modulation rate is a sig-

nificant factor for both the auditory band and cepstral corre-

lation analysis procedures. The auditory frequency band is

also significant, but the spectral ripple density is in general

not significant. The patterns of the contour plots indicate that

lower envelope modulation rates (below 12.5 Hz) are most

important for intelligibility, while higher modulation rates

(above 20 Hz) are most important for speech and music

FIG. 6. Contour plots showing the uncertainty coefficients between the envelope information and the subject intelligibility scores or quality ratings for

hearing-impaired (HI) listeners. The arrangement is the same as for Fig. 5.
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quality. The patterns also indicate that low-to-mid auditory

frequencies (between 80 Hz and 2 kHz) are most important

for intelligibility, while mid frequencies (between 500 and

2500 Hz) are most important for speech quality and higher

frequencies (between 2.5 and 8 kHz) are most important for

music quality. Spectral ripple components between 3 and 4

cycles/spectrum are most important for speech quality judg-

ments made by hearing-impaired listeners, but otherwise

spectral ripple is not a significant factor.

The normalized envelope cross-covariance used in this

paper measures envelope fidelity. This measurement is dis-

tinct from envelope intensity since it is possible to have a

high degree of envelope similarity even in modulation rate

regions where the modulation intensity is low. The distinc-

tion is especially important for music quality, where the high

modulation rate bands conveyed the most information about

the music quality ratings even though the intensity of the en-

velope modulations at high modulation frequencies is low

(Croghan et al., 2014).

The cross-correlation metric is also related to the modu-

lation SNR estimated from the envelopes of the noisy speech

and noise signals within auditory frequency bands

(Dubbelboer and Houtgast, 2008; Chabot-Leclerc et al.,
2014). Benesty et al. (2008) have shown that for a signal cor-

rupted by additive noise, the correlation coefficient between

the clean signal and the noisy signal is related to the SNR

q2 ¼ SNR=ð1þ SNRÞ: (4)

Since the mutual information is unaffected by signal trans-

formations, the information conveyed by the modulation

SNR will be similar to the information conveyed by the

modulation correlation coefficient. Thus the relative infor-

mation provided by the different modulation filter bands

measured in this paper would also apply to intelligibility and

quality indices based on the modulation SNR.

The emphasis on low modulation rates suggested by the

uncertainty coefficients for speech intelligibility differs from

the weights proposed by Chabot-Leclerc et al. (2014), who

for each sentence placed increased weight on the modulation

filter bands having the greatest modulation SNR variance

across auditory analysis frequency. Chabot-Leclerc et al.
(2014) thus modified their weights for each stimulus and

type of signal degradation they considered. Their weighting

scheme improved the accuracy of the intelligibility predic-

tions for speech corrupted by timing jitter, but reduced the

accuracy for reverberant speech in comparison with using

uniform weights at all modulation rates. The uncertainty

coefficients in this paper represent the average computed

over several experiments, which will reduce the potential de-

pendence on the relative information associated with any

particular signal processing system. The uncertainty coeffi-

cients thus show the general trends in the importance of the

different modulation rates over a wide variety of processing

conditions.

Envelope modulation rates above 125 Hz are generally

not used in calculating speech intelligibility or quality indi-

ces due to the reduced auditory sensitivity to amplitude mod-

ulation at higher modulation rates (Viemeister, 1979; Dau

et al., 1997). Viemeister (1979), for example, found that am-

plitude modulation sensitivity for a broadband noise carrier

could be modeled by a lowpass filter having a cutoff fre-

quency of 65 Hz. However, in this study envelope modula-

tion rates between 125 and 320 Hz were shown to be

significant for speech quality ratings made by both NH and

HI listeners. This range of modulation rates corresponds to

the pitch periodicity of human speech (Schwartz and Purvis,

2004), so a possible explanation is that noise and nonlinear

distortion may affect the periodicity of the speech by adding

timing jitter or generating inharmonic spectral components.

These periodicity changes could also be related to an

increase in auditory roughness (Terhardt, 1974; Zwicker and

Fastl, 1999; Tufts and Molis, 2007). Roughness is often

reported as a harshness or raspiness of the speech.

Roughness is maximum for modulation rates in the vicinity

of 75 Hz, and is perceptible out to a modulation rate of about

300 Hz.

The majority of intelligibility and quality indices aver-

age over the envelope modulation rates using a uniform

weighting, which also means that the same modulation

weights are used for quality as are used for intelligibility.

TABLE II. Friedman test results for the significant factors in each of the uncertainty coefficient contour plots shown in Figs. 5 and 6. NH refers to normal-

hearing and HI refers to hearing-impaired listeners.

Subject group Signal property Envelope analysis
Modulation rate Auditory frequency

Chi-Sq. Prob. Chi-Sq. Prob.

NH Intelligibility Aud. band 105.7 <0.001 140.4 <0.001

Cep. corr. 68.03 <0.001 4.67 0.862

Speech quality Aud. band 153.3 <0.001 191.5 <0.001

Cep. corr. 42.59 <0.001 14.42 0.108

Music quality Aud. band 211.0 <0.001 285.9 <0.001

Cep. corr. 77.24 <0.001 8.29 0.505

HI Intelligibility Aud. band 38.76 <0.001 210.3 <0.001

Cep. corr. 26.14 <0.001 9.08 0.430

Speech quality Aud. band 93.87 <0.001 207.8 <0.001

Cep. corr. 34.69 <0.001 28.36 <0.001

Music quality Aud. band 190.7 <0.001 246.8 <0.001

Cep. corr. 66.81 <0.001 5.06 0.829
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The results of the analysis in this paper indicate that uniform

weights do not accurately reflect the relative information

provided by different modulation rates for intelligibility

versus quality, or for modeling quality ratings for music as

opposed to speech. Given the results of this paper, the uni-

form weighting commonly used appears to be a compromise

between the low modulation rates that provide the most in-

formation for intelligibility and the high modulation rates

that provide the most information for quality. Using the

same modulation weights for both intelligibility and speech

quality, or for both speech and music quality, would thus be

expected to lead to sub-optimal solutions since the informa-

tion provided by different modulation rates differs for the

different problems.

The majority of intelligibility and quality indices also

average over the auditory frequency bands or spectral ripple

components using uniform weights. The results reported in

this paper show that auditory frequency band is a significant

factor, but that spectral ripple component generally is not.

Thus, for an intelligibility or quality index based on enve-

lope modulation within auditory frequency bands, there may

be an advantage to determining separate weights for each

combination of auditory analysis frequency and modulation

rate. For indices based on cepstral correlation, on the other

hand, one can average over the spectral ripple components

without any apparent loss of information.

The maximum spectral ripple density of five cycles/

spectrum used in this study is lower than the two cycles/

octave auditory spectral resolution that appears to be neces-

sary for accurate speech recognition (van Veen and

Houtgast, 1985; Henry et al., 2005). However, the objective

of the cepstral correlation measurements in this paper is to

measure changes in the signal time-frequency modulation

that are related to changes in speech intelligibility or quality.

For example, both broadband additive noise and multi-

channel dynamic-range compression reduce spectral con-

trast. The associated changes in the short-time spectra, as

measured using cepstral correlation coefficients spanning 0.5

to 2.5 cycles/spectrum, are highly correlated with listener

results for intelligibility (Kates and Arehart, 2014b) and

speech quality (Kates and Arehart, 2010, 2014a).

Furthermore, the lack of significance for ripple density

implies that the short-time spectral changes are highly corre-

lated across ripple density rate. Thus measuring the change

over a narrow range of ripple densities can provide informa-

tion related to the changes over a much wider range of den-

sities, and a set of measurements covering the entire range of

human spectral resolution is not needed for predicting

changes in intelligibility or quality.

The information analysis indicates that the relative im-

portance of low as compared to high modulation rates for

intelligibility is similar for NH and HI listeners once the pe-

ripheral loss is taken into account. The relative importance

of different auditory bands or spectral ripple terms is also

similar for the two groups of listeners. Even though the HI

listeners have poorer intelligibility, the relative importance

of the different envelope modulation rates in providing usa-

ble speech information is similar to that of the NH listeners

once the peripheral loss is taken into account by the auditory

model.

Both the NH and HI groups of listeners gave similar

quality ratings for both degraded speech and music signals

(Arehart et al., 2010, 2011), and again the relative impor-

tance of the low and high modulation rates and the depend-

ence on auditory frequency is similar for the two groups.

Thus, given an accurate model of the auditory periphery

including the effects of hearing loss, the same basic models

can be used for both NH and HI listeners to accurately pre-

dict intelligibility or quality (Kates and Arehart, 2014a,b)

averaged over the subject groups. Accounting for individual

variability, however, may require individual tuning of the

peripheral model or developing perceptual models that

extend higher up the auditory pathway (Kates et al., 2013).

While the uncertainty coefficients indicate the relative

information provided by the different modulation rates and

auditory frequencies for intelligibility and quality, they are

not in themselves the weights that should be applied in con-

structing an index. In building an index, one must consider

not only the relative importance of each modulation rate and

auditory band, but also the potential duplication of informa-

tion between different modulation rates and auditory bands

as well as the functional relationship between the measured

signal quantities and the subject scores or ratings being mod-

eled. The uncertainty coefficients thus provide a general

guide as to which modulation rates and auditory frequency

bands may be the most useful in constructing an index.

V. CONCLUSIONS

This paper used mutual information to quantify the rela-

tionship between changes in envelope modulation rate and

perceptual responses to degraded speech and music signals.

A model of the auditory periphery was used to generate the

envelope signals, and the calculations were based on the nor-

malized cross-covariance of the degraded signal envelope

with that of a reference signal in each modulation frequency

band. The envelope comparisons thus measured envelope

modulation fidelity rather than intensity. Responses from

previous intelligibility, speech quality, and music quality

experiments were evaluated. The uncertainty coefficients

were computed over all of the processed stimuli present in

each dataset, which provided an average over a wide range

of signal conditions.

The results showed that the uncertainty coefficients for

envelope modulation rate were a significant factor for modu-

lation evaluated within auditory analysis bands and for a

spectro-temporal modulation analysis. The results also

showed that auditory analysis frequency was a significant

factor in the statistical analysis, but that differences in the in-

formation conveyed by the different cepstral correlation ba-

sis functions were in general not significant. Changes at low

envelope modulation rates were found to convey the most in-

formation for intelligibility, while changes at high modula-

tion rates were most important for speech and music quality.

Low-to-mid auditory frequencies were most important for

intelligibility, while mid frequencies were most important
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for speech quality and high frequencies were most important

for music quality.

Accurate intelligibility and quality indices have been

built based on both of the approaches used in this study for

envelope modulation analysis. In general, these indices aver-

age over modulation rate and/or auditory frequency. For pro-

cedures that use envelope modulation analyzed within

auditory frequency bands, the results suggest that improved

accuracy may be possible by using rate-dependent and

frequency-dependent weights in the calculations. For proce-

dures based on cepstral correlation, the results suggest a ben-

efit for using rate-dependent weights. For both approaches,

the weights should be adjusted depending on whether the

index is intended for intelligibility, speech quality, or music

quality.

The results showed similar patterns for NH and HI lis-

tener groups when assessing the information contained at

different modulation rates. Because the envelope analysis

used the output of an auditory model, it included many of

the signal modifications, such as auditory threshold shift and

broader auditory filters, which are introduced by the hearing

loss. The measurement of the envelope fidelity at the output

of the HI auditory model appears to provide information for

the HI listeners comparable to that provided by the normal-

hearing auditory model for the NH listeners when the results

are averaged over the subject groups. The information calcu-

lations indicate that the same relative amount of information

is being provided for both hearing groups, but it does not

necessarily mean that the information is being used in the

same way and it does not completely account for individual

variability within the groups. The practical result, however,

is that the same intelligibility or quality index may be used

to predict performance for both normal-hearing and hearing-

impaired subjects given an adequate model of the auditory

periphery.
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