
A Retrospective Analysis of Dissemination Biases in the Brief 
Alcohol Intervention Literature

Emily E. Tanner-Smith and Joshua R. Polanin
Peabody Research Institute, Vanderbilt University

Abstract

This study examined dissemination and reporting biases in the brief alcohol intervention literature. 

We used retrospective data from 179 controlled trials included in a meta-analysis on brief alcohol 

interventions for adolescents and young adults. We examined whether the magnitude and direction 

of effect sizes were associated with publication type, identification source, language, funding, time 

lag between intervention and publication, number of reports, journal impact factor, and subsequent 

citations. Results indicated that effect sizes were larger for studies that had been funded (b = 0.14, 

95% confidence interval [CI] [0.04, 0.23]), had a shorter time lag between intervention and 

publication (b = −0.03, 95% CI [−0.05, −.001]), and cited more frequently (b = 0.01, 95% CI 

[+0.00, 0.01]). Studies that were cited more frequently by other authors also had greater odds of 

reporting positive effects (odds ratio = 1.10, 95% CI [1.02, 1.18]). Results indicated that time lag 

bias has increased recently: larger and positive effect sizes were published more quickly in recent 

years. We found no evidence, however, that the magnitude or direction of effects was associated 

with location source, language, or journal impact factor. We conclude that dissemination biases 

may indeed occur in the social and behavioral science literature, as has been consistently 

documented in the medical literature. As such, primary researchers, journal reviewers, editors, 

systematic reviewers, and meta-analysts must be cognizant of the causes and consequences of 

these biases, and commit to engage in ethical research practices that attempt to minimize them.
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The evidence-based practice movements in psychology and medicine have highlighted the 

importance of using current best evidence for making research, practice, and policy 

decisions (APA Presidential Task Force, 2006; Sackett, Rosenberg, Gray, Haynes, & 

Richardson, 1996). Well-implemented randomized controlled trials with low levels of 

attrition are generally considered the gold standard research design for evaluating the causal 

effects of psychological interventions. Findings from individual research studies will rarely 

provide sufficient evidence for practice or policy recommendations, however, because those 

findings are subject to sampling error and other study-specific biases (Ioannidis, 2006). 
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Meta-analyses that synthesize findings across multiple primary studies can provide more 

credible information regarding current best evidence than findings from any single study 

alone. As such, findings from meta-analyses are increasingly used to guide patient decision 

making, future research priorities, and the allocation of resources.

As with any type of scientific research, meta-analyses are not immune to problems, 

however, and thus it is crucial to understand the potential biases that may threaten their 

internal validity. Including biased estimates in a meta-analysis can lead to biased 

conclusions. Perhaps the most widely recognized type of bias that meta-analyses may be 

subject to is publication bias, defined broadly here as the case in which the publication or 

non-publication of research findings depends on the nature and direction of those findings 

(Sterne, Egger, & Moher, 2008). Publication bias is sometimes referred to as the file drawer 

problem, in reference to Rosenthal’s (1979) statement that “journals are filled with the 5% 

of the studies that show Type I errors, while the file drawers back at the lab are filled with 

the 95% of the studies that show non-significant (e.g., p > .05) results.” (p. 638). Indeed, 

there is empirical evidence of publication bias, such that studies with statistically significant, 

“positive” (i.e., in the expected direction), or confirmatory results are often more likely to be 

published than those with non-significant or “negative” results (e.g., Decullier, Lhéritier, & 

Chapuis, 2005; Dickersin, Min, & Meinert, 1992; Dwan et al., 2008; Hopewell, Loudon, 

Clarke, Oxman, & Dickersin, 2009).

Publication bias can be problematic because summaries of the current best evidence that are 

often used to advance policy and practice (e.g., meta-analyses based on systematic literature 

reviews) are assumed to represent an unbiased synthesis of the entire population of studies 

on a given research topic. In the presence of publication bias, however, a review might only 

include a subset of studies from the larger population, which could be systematically 

different from the larger population to which one wishes to generalize. Summary statements, 

therefore, might be biased, potentially over- or under-estimating the magnitude of effects in 

a given research literature. As a result, publication bias has the potential to hamper the 

falsification of psychological theories, undermine scientific principles of the replicability of 

research, misguide patient and policy decision-making, and potentially divert resources from 

more appropriate interventions. It is little surprise, then, that publication bias has been call 

the “800 lb gorilla in psychology’s living room” (Ferguson & Heene, 2012; p. 556).

Yet publication bias is only one part of a larger problem—dissemination bias—defined here 

as the phenomenon whereby the selective reporting, selective publication, and/or selective 

inclusion of scientific evidence in a systematic review yields the incorrect, or biased answer, 

on average. As outlined by Bax and Moons (2011), dissemination bias can result from the 

selective outcome reporting among primary study authors (outcome reporting bias), the 

selective publication of scientific outcome findings (publication bias), and the selective 

inclusion of research findings in a synthesis of the research literature (selection or inclusion 

bias). This framework is similar to Chalmers, Frank, and Reitman’s (1990) early discussion 

of the three stages of publication bias (prepublication, publication, and post publication 

bias), but it clarifies that scientific evidence is disseminated in sequential steps, that 

selection processes can occur during each of these steps (reporting, publication, and 

inclusion), and that each of these selection processes may or may not ultimately lead to bias.
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Prior Research

Selective outcome reporting

Historically, one of the most difficult dissemination biases to study has been selective 

outcome reporting bias, given that it is often impossible to detect in a retrospective study 

(e.g., in a traditional retrospective meta-analysis of existing research). This has changed with 

the advent of prospective trial registration and protocol publishing. In theory, prospective 

trial registration should minimize selective outcome reporting by forcing primary study 

authors to specify their analytic strategies prior to data collection and analysis. Trial 

registration and protocol publishing are more common in the health and medical sciences, 

but have yet to fully take hold in the psychological, social, and behavioral sciences (but see 

Cooper & VandenBos, 2013). But even in medicine, many trials are not prospectively 

registered, and those that do may still engage in selective outcome reporting (Rasmussen, 

Lee, & Bero, 2009; Redmond et al., 2013). For instance, Mathieu and colleagues (2009) 

recently examined 323 randomized controlled trials in cardiology, rheumatology, and 

gastroenterology. They found that only 46% of the trials were adequately registered; among 

those, 31% of trials reported primary outcomes different from those that were registered; 

and for the small group of studies for which it could be assessed, there was evidence that the 

outcome reporting discrepancies consistently favored statistically significant results. In a 

recent systematic review, Dwan and colleagues (2011) reviewed studies of cohorts of 

randomized controlled trials that compared the content of study protocols with final reports. 

They located 16 studies assessing the effects on 54 trials (most of which were in health or 

medicine), and concluded that discrepancies between protocols and final study reports were 

indeed common.

There is also evidence that outcome reporting bias may be a problem in the social and 

behavioral sciences. John, Lowenstein, and Prelec (2012) recently reported findings from an 

anonymous survey of over 2,000 academic psychologists in the United States, in which an 

alarming majority of respondents self-admitted failing to report all of a study’s dependent 

measures in a paper. Another recent study (Pigott, Valentine, Polanin, Williams, & Canada, 

2013), compared the reported effects of educational interventions from 79 dissertations 

versus the effects that were subsequently published in journal articles, and found that study 

authors subsequently published statistically significant outcomes more often than non-

significant findings.

Selective publication

Extensive empirical literature suggests that studies are more likely to be published if they 

report statistically significant, positive, or confirmatory (in the expected direction) results. 

This bias most often results from the actions of primary study authors, rather than journal 

editors or peer reviewers (Olson et al., 2002). Examination of selective publication bias 

typically involve cohort studies of protocols approved by research ethics committees (e.g., 

Decullier, et al., 2005; Hall, de Antueno, & Webber, 2007); meta-analyses synthesizing 

results from these types of studies indicate that studies with significant results are more 

likely to have been published than those with non-significant results (Egger & Smith, 1998; 

Hopewell et al., 2009). McLeod and Weisz (2004), for instance, examined whether reported 

Tanner-Smith and Polanin Page 3

Psychol Addict Behav. Author manuscript; available in PMC 2015 November 02.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



effects for clinical trials of psychotherapy for children and adolescents varied for published 

studies versus dissertations. Based on results from 121 dissertations and 134 published 

studies, they found that dissertations reported effects that were almost one-half the size of 

those reported in the published literature, even after controlling for other study method 

characteristics. Polanin and Tanner-Smith (2014) found similar results in a review of 31 

meta-analyses published in psychology and education journals, such that average effect sizes 

were 0.40 standard deviations larger in published studies than unpublished studies.

Selective inclusion

Empirical evidence varies in terms of the presence and magnitude of selective inclusion 

biases. For instance, there is relatively consistent evidence of time lag bias, such that studies 

with positive or statistically significant findings are more likely to be published quickly 

relative to those with null or negative findings (Hopewell, Clarke, Stewart, & Tierney, 2007; 

Decullier et al., 2005; Ioannidis, 1998; Liebeskind, Kidwell, Sayre, & Saver, 2006; Stern & 

Simes, 1997). Almost all of this research has been conducted in the medical sciences, 

however, thus to date there is limited evidence regarding time lag bias in the social and 

behavioral sciences.

Few studies have examined duplicate publication bias, or the bias resulting from the 

multiple publication of research findings resulting from the nature and/or direction of 

research results. Easterbrook, Goplan, Berlin, and Matthews (1991) conducted a 

retrospective survey of projects approved by a research ethics committee and found that 

studies with significant results were more likely to be published in multiple reports. In a 

retrospective cohort of protocols approved by a research ethics committee, Decullier et al. 

(2005) found no evidence that studies with confirmatory or validating results were more or 

less likely to be reported in multiple publications. Yet other studies have also documented 

that trials reporting larger treatment effects were more likely to be reported in multiple 

publications (Tramèr, Reynolds, Moore, & McQuay, 1997).

Evidence has also been mixed for location bias, or the bias whereby the nature and/or 

direction of research findings is associated with different ease of access to reports. The most 

commonly used measure to explore location bias has been journal impact factor, with the 

presumption that articles located in journals with higher impact factors will be more easily 

identified, located, and accessible. Whereas some empirical studies have reported that 

significant and/or positive results are more likely to be published in higher impact factor 

journals (De Oliveira, Chang, Kendall, Fitzgerald, & McCarthy, 2012; Etter & Stapleton, 

2009; Jannot, Agoritsas, Gavet-Ageron, & Perneger, 2013; Timmer, Hillsden, Cole, Hailey, 

& Sutherland, 2002), others have found no such evidence (Callaham, Wears, & Weber, 

2002; Fanelli, 2010; Hall et al., 2007).

There has also been inconsistent evidence of citation bias, or bias resulting from studies with 

large or significant studies being more likely to be cited by other scholars. Citation bias can 

be potentially problematic for meta-analyses if more frequently cited articles are more easily 

identifiable through non-traditional literature searching. Indeed, most meta-analyses 

supplement electronic bibliographic literature searches by scanning the reference lists of 

other studies and review articles. If grey literature or difficult-to-locate studies with large or 
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statistically significant results are more likely to be cited than other grey literature studies 

with small or non-significant effects, this could potentially bias the findings of the larger 

meta-analysis. Several studies have documented that studies with significant or positive 

results are more likely to be cited by other studies (Etter & Stapleton, 2009; Jannot et al., 

2013; Nieminen, Rucker, Miettunen, Carpenter, & Schumacher, 2007). However, in an 

analysis of articles submitted to the Society for Academic Emergency Medicine meeting, 

Callaham, Wears, and Weber (2002) found no evidence that positive study outcomes were 

correlated with subsequent citations. Again, however, most of the research on citation bias 

has been conducted in the field of medicine, so less is known regarding its presence in the 

social and behavioral science literatures.

Similar to the evidence on citation bias, findings of language bias have varied (Egger et al., 

1997; Grégoire, Derderian, & Le Lorier, 1995). For instance, Jüni et al. (2002) examined 

309 Cochrane reviews to explore language bias and found that effects were on average 16% 

more beneficial in non-English studies than those in English languages. Trials published in 

non-English languages were generally smaller and more likely to report statistically 

significant results, but were also of lower quality.

Finally, there has been consistent evidence that studies receiving external funding are more 

likely to get published and/or publish significant or positive results compared to unfunded 

studies (e.g., Cunningham, Warme, Schaad, Wolf, & Leopold, 2006; Dickersin et al., 1992; 

Easterbrook et al., 1991), whereas studies receiving funding from pharmaceutical companies 

are less likely to be published compared to those not funded by pharmaceutical companies 

(Hall et al., 2007). Again, however, most of this research has been conducted in the health 

and medical sciences.

Changes in dissemination biases over time

Given Chalmers and colleagues’ (1990) call to action for the reduction of publication bias in 

research literature, we might expect that dissemination biases have become less common 

over the past two decades as researchers, editors, and peer reviewers have become 

increasingly aware of this issue and therefore insisted on research practices that reduce these 

possible biases. There is evidence that systematic reviewers and meta-analysts have indeed 

increased their effort to search for unpublished studies, and to use methods to test for 

publication bias in their analyses (Parekh-Bhurke et al., 2011). Although these findings are 

encouraging, there is also recent evidence that the reporting of positive outcomes in research 

papers has increased over time, particularly in psychology and psychiatry (Fanelli, 2012).

Yet few empirical studies have examined whether specific types of dissemination biases 

have changed over time. One notable exception is the study conducted by Liebeskind and 

colleagues (2006), which examined the characteristics of 178 controlled clinical trials on 

acute ischemic stroke that were reported between 1955 and 1999. In their analysis, they 

found no evidence of time-lag bias among studies, nor any evidence that time-lag bias might 

have changed over time. Rather, they found that trials became more complex over time, and 

had longer enrollment phases; longer time lags simply reflected longer enrollment phases, 

not longer periods between study completion and study publication (with review and 

editorial phases in publication actually becoming shorter over time). We are otherwise 
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unaware of any other studies that have empirically examined whether different 

dissemination biases have changed over time.

In summary, understanding and preventing dissemination biases should be a priority in the 

psychological sciences. Dissemination biases are problematic in their own right, but also 

troublesome given their potential distorting effects on systematic reviews and meta-analyses 

used to guide patient, practitioner, and policy decision-making. With few exceptions 

(McLeod & Weisz, 2004; Niemeyer, Musch, & Pietrowsky, 2013; Pigott et al., 2013), most 

empirical research on dissemination biases has been conducted in the fields of health and 

medicine. Indeed, in the seminal edited book on publication bias in meta-analysis, Rothstein, 

Sutton, and Borenstein (2005) called for social scientists to attend to issues of publication 

bias, given the clear documentation of these potential biases in the medical literature (pg. 

55). Furthermore, the extant empirical research on dissemination biases has often only 

focused on one specific bias (e.g., time lag bias) at a time, rather than examining several 

dissemination biases in tandem. Although this piecemeal approach has yielded valuable 

information regarding individual types of dissemination biases, it does little to advance a 

more comprehensive understanding of the various types of biases that may be at work. As 

such, there is a need for further empirical research examining the existence and possible 

effects of multiple forms of dissemination biases in the social and behavioral sciences, 

which has important implications for the advancement of psychological science as well as 

systematic reviewing and meta-analysis methods.

Study Objectives

This study involved a retrospective examination of dissemination biases in the literature on 

brief alcohol interventions for youth. We used data from a recently completed, large-scale 

systematic review and meta-analysis on the effectiveness of brief alcohol interventions for 

adolescents and young adults to address the following research questions: (a) Is the 

magnitude of effect sizes associated with the following reporting characteristics: publication 

type, identification source, language, funding, time lag between intervention and 

publication, number of reports, impact factor, and subsequent citations? (b) Is the direction 

(positive/negative) of effect sizes associated with the following reporting characteristics: 

publication type, identification source, language, funding, time lag between intervention and 

publication, number of reports, impact factor, and subsequent citations? (c) Have the 

associations between the magnitude/direction of effect sizes and reporting characteristics 

changed over time? The first two research questions assess the existence and magnitude of 

possible dissemination biases in this literature. The third research question assesses whether 

dissemination biases have changed over time.

Methods

Inclusion and Exclusion Criteria

This study analyzed data from a recent systematic review and meta-analysis on the 

effectiveness of brief alcohol interventions for adolescents and young adults (see Tanner-

Smith & Lipsey, 2014 for more details). We included experimental or quasi-experimental 

research designs that examined the effects of brief alcohol interventions (i.e., no more than 5 
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hr of total contact time) relative to a comparison condition of no treatment, wait-list control, 

or treatment as usual. Eligible studies included adolescent (age 18 and under) and young 

adult (ages 19-25, or collegiate undergraduate students) participant samples, and eligible 

studies were required to report at least one post-intervention outcome related to alcohol 

consumption or an alcohol-consumption related problem (e.g., drunk driving). There were 

no geographic, language, or publication status restrictions on eligibility, but studies must 

have been conducted in 1980 or later.

Search Strategies

Primary studies were identified using an extensive literature search strategy that aimed to 

identify the entire population of published and unpublished studies that met the 

aforementioned inclusion criteria. The depth and breadth of the literature search were 

strengths of this meta-analysis, which make it particularly well-suited for use in a 

retrospective examination of possible dissemination biases. The following electronic 

bibliographic databases were searched through December 31, 2012: CINAHL, Clinical 

Trials Register, Dissertation Abstracts International, ERIC, International Bibliography of the 

Social Sciences, NIH RePORTER, PsycARTICLES, PsycINFO, PubMed, Social Services 

Abstracts, Sociological Abstracts, and WorldWideScience.org. Numerous additional sources 

were searched in an attempt to locate grey literature (e.g., Australasian Medical Index, 

Canadian Evaluation Society’s Grey Literature Database, Index to Theses in Great Britain 

and Ireland, International Clinical Trials Registry, KoreaMed, Social Care Online, SveMed

+; see Tanner-Smith & Lipsey, 2014 for full list). The search strategy also included 

harvesting of references from bibliographies of all screened and eligible studies, 

bibliographies in prior narrative reviews and meta-analyses, hand-searching of key journals, 

and online curriculum vitae (when available) of first authors of eligible studies.

Coding Procedures

Six researchers screened all abstracts and titles to eliminate any clearly irrelevant study 

reports. Staff first screened the abstracts/titles of 500 randomly selected reports; all 

disagreements were discussed until 100% consensus was reached. The remaining abstracts/

titles were screened by the same staff, and the first author reviewed all screening decisions 

as a second coder. Disagreements between the research staff and the first author were 

discussed until consensus was reached. Ambiguity about the potential eligibility of a report 

based on the abstract (or title, when abstracts were not available) resulted in the retrieval of 

the full text report to make the eligibility decision. Full text versions of reports were then 

retrieved for all reports that were not explicitly ineligible at the abstract screening phase. 

The same six researchers then screened the full text reports to make final eligibility 

decisions using the same procedure. Again, the first author served as a second coder for all 

full text eligibility decisions.

Coding was conducted by six individuals who participated in several weeks of initial 

training led by the first author as well as weekly coding meetings. During initial training, 

five studies were coded by all coders, which convened as a group to resolve any coding 

discrepancies until 100% consensus was attained on all coded variables. After the training 

period, all coding questions were addressed in weekly meetings and decided via consensus 
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with the group. The first author double-checked all of the coded items, and resolved any 

coding discrepancies via consensus with the individual coder.

Statistical Methods

Effect size metric—We used the Hedges’ g standardized mean difference effect size 

(Hedges, 1981) to index post-intervention differences in alcohol consumption for youth who 

received brief alcohol interventions relative to those in comparison conditions. All effect 

sizes were coded so that positive values represented better outcomes (e.g., lower alcohol 

consumption, higher abstinence). For binary outcomes (e.g., group differences in 

abstinence), the Cox transformation outlined by Sánchez-Meca and colleagues (2003) was 

used to convert log odds ratio effect sizes into standardized mean difference effect sizes. 

Effect size and sample size outliers were Winsorized to less extreme values to prevent 

distortion of the meta-analysis results (Lipsey & Wilson, 2001). We inflated the standard 

errors of effect size estimates that originated from cluster-randomized trials when the 

authors did not properly account for the cluster design in their own analyses.

Effect size moderators—Eight reporting characteristics were explored as potential effect 

size moderators in the analysis. Publication type was measured for each report within a 

study sample, so that the same study could be reported in multiple publication types; it was 

categorized as journal article, dissertation/thesis, or other publication type (e.g., technical 

report, book chapter).

Identification source indexed the database or location at which each report was located; it 

was categorized as a main bibliographic database (CINAHL, ERIC, IBSS, ProQuest, 

PsycINFO, PubMed, Social Services Abstracts, or Sociological Abstracts), grey literature 

database (Alcohol Concern, Google Scholar, Index to Theses), other grey literature source 

(author curriculum vitae search, forward citation search, INEBRIA conference proceeding, 

JMATE conference proceeding, journal hand-search), or reference list (harvested from a 

bibliography/reference list).1

Language was measured for each report (i.e., document) within a study sample, such that the 

same study sample could be described in multiple reports in multiple languages; it was 

categorized as English or non-English (e.g., Spanish, Portuguese, German).

Funding of study was measured for each study sample and categorized with two dummy 

variables indicating whether any report associated with the study acknowledged receipt of 

funding (1 = yes; 0 = no); and whether any report associated with the study acknowledged 

receiving funding from the alcohol beverage industry (1 = yes; 0 = no).

Time lag was measured as the time lag (in years) between the year the intervention was 

delivered and the year the study results first appeared in print. If interventions were 

1The identification source variable indicated the way in which the report was located during the literature search for the parent meta-
analysis, and was independently coded from the publication type variable noted above. For instance, if a published journal article was 
identified in a reference list but not identified in the electronic bibliographic database search (e.g., it was relevant but missed for some 
reason) it would have been coded as being identified in a reference list, and the publication type code would have been a journal 
article.
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delivered over the span of multiple years, we were conservative in our coding and used the 

most recent year for the intervention year (e.g., intervention delivered between 1994-1996 

would have been coded as having an intervention year of 1996).

Number of study reports was coded as the total number of reports (i.e., documents) located 

in the literature search and identified as being linked to the common study sample.

Impact factor was coded as the one-year Thomson Reuters impact factor for each journal 

publication, based on the JCR Sciences and Social Sciences Editions in Web of Knowledge. 

To account for variation in journal ratings over time, impact factors were coded separately 

for each publication year of a given journal. We were unable to locate impact factors for a 

few journals (see Appendix), which were treated as missing and deleted listwise from 

analyses. Sensitivity analyses (not shown, but available from authors upon request) using a 

time-invariant journal impact factor based on the 2012 ISI ratings yielded substantively 

similar results to those reported here.

Forward citations was measured as the number of subsequent citations each study report 

received in Google Scholar, per year since publication. Sensitivity analyses using forward 

citation data collected from Web of Science (not shown, but available from authors upon 

request) yielded substantively similar results to those reported here.

Although not explicitly framed as effect size moderators, the following study method 

characteristics were also used in analyses as covariates to control for any potential 

confounding between the aforementioned reporting characteristics and the quality of the 

primary studies: randomized study design (1 = yes; 0 = non-randomized quasi-experimental 

design); whether the authors explicitly reported conducting intent-to-treat analysis and there 

was no evidence to the contrary in the study report (1 = yes; 0 = no); overall attrition (% 

from pretest to first follow-up); publication year; and the total number of follow-up waves in 

each study.

Missing data—We contacted primary study authors when studies failed to include enough 

statistical information needed to estimate effect sizes. Overall, we had an excellent response 

rate from authors, most of whom provided the needed information. However, not all 

information could be collected for all variables: there were missing data for three of the 

reporting characteristics of interest (45% of studies were missing time lag information 

because the year in which the interventions were conducted was not reported; 13% of 

studies reported in journal articles were missing impact factor data; and 3% of studies were 

missing forward citation counts). Missing data were not imputed; all analyses using these 

variables were estimated using listwise deletion.

Analytic strategies—Most studies reported multiple measures of alcohol consumption 

(e.g., frequency of consumption, quantity consumed, blood alcohol concentration). 

Therefore, we used meta-regression models with robust variance estimates to handle the 

statistical dependencies in the data (Hedges, Tipton, & Johnson, 2010). Given presumed 

heterogeneity in interventions and participants in the primary studies, random effects 

statistical models were used for all analyses, implemented with weighted analyses using 
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inverse variance weights that included both within-study and between-study sampling 

variance components. The model was conceived as the following:

where Tij represented the effect size i in study j, βpX1ij represented the relationship between 

the predictor Xp and effect size i in study j, and uij + ∊ij were assumed normally distributed 

with a mean of zero and a variance that included a random effect for the between study 

variance component (Raudenbush, 2009). Weighted logistic regression models with 

clustered robust standard errors (Williams, 2000) were used to examine whether the 

reporting characteristics were associated with the odds of a reported effect size being 

positive (greater than zero). Finally, multiplicative interaction terms between each reporting 

characteristic and publication year (all grand mean centered) were used to explore whether 

the association between reporting characteristics and effect size magnitude and/or direction 

varied over time.

To address our research questions, we first estimated a series of regression models 

examining each reporting characteristic separately (Models I – VIII), as well as in a 

comprehensive model (Model IX) that included all reporting characteristics and covariate 

controls (note, however, that journal impact factor was omitted from the comprehensive 

model because it was validly missing for all effect sizes published in non-journal articles). 

All models controlled for the age of participant samples (adolescent vs. young adults), study 

design (randomized vs. quasi-experimental), intent-to-treat analysis, attrition, and the total 

number of study waves, to account for possible confounding between reporting 

characteristics and study quality measures (Lipsey, 2009). These control variables were 

included because they were either identified in the larger meta-analysis as correlated with 

effect size magnitude (Tanner-Smith & Lipsey, 2014), or because they were identified a 

priori as potentially confounded with any of the reporting characteristics of interest (e.g., 

time lag and total number of study follow-up waves).

Results

Study Reporting Characteristics

As reported in Tanner-Smith & Lipsey (2014), the literature search from the original meta-

analysis identified 7,593 research reports. Of those, 2,467 were duplicates and dropped from 

consideration, 2,642 were screened out as ineligible at the abstract phase, and 2,171 were 

screened out as ineligible at the full-text screening phase. The original meta-analysis 

synthesized findings from 185 study samples that reported at least one post-intervention 

effect size indexing group differences in either alcohol consumption or an alcohol-related 

problem (e.g., driving under the influence). Results from the meta-analysis indicated that 

brief alcohol interventions resulted in significant reductions in alcohol consumption among 

adolescents (  = 0.27, 95% CI [0.16, 0.38], τ2 = 0.04, Q = 46.92) and young adults (  = 

0.17, 95% CI [0.13, 0.20], τ2 = 0.02, Q = 334.74). The current study focuses only on the 179 

studies that reported at least one alcohol consumption related outcome (i.e., 6 samples only 
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reported post-intervention effects on alcohol-related problem outcomes, which were not 

included in the current analysis). See the appendix for a list of references to the primary 

study reports providing effect size data included in the current analysis.

Most studies were published recently and used a randomized design (89%), few studies 

(39%) reported conducting intent-to-treat analyses, and the average sample attrition was .22 

(SD = 0.21) across studies. The majority of reports (75%) were published in journal articles, 

approximately 76% were identified from a main electronic bibliographic database (i.e., 

CINAHL, ERIC, IBSS, ProQuest, PsycINFO, PubMed, Social Services Abstracts, 

Sociological Abstracts), and 11% were identified by harvesting the references in the 

bibliographies of previously identified studies. Almost all (97%) of the documents were 

reported in English, although a handful of study reports were available in another language 

(most commonly Spanish, Portuguese, or German). The majority of studies (69%) 

acknowledged funding for at least a portion of their research, the average time lag between 

intervention implementation and first report of study findings was 2.64 years (SD = 1.46), 

and the average study presented findings in 1.72 reports (SD = 1.24). Finally, most reports 

were subsequently cited by other study authors 5.62 times per year (SD = 7.71), and the 

average journal impact factor for reports published in journal articles was 2.99 (SD = 2.92).

As shown in Table 1, several of the study characteristics were intercorrelated at moderate 

levels. For instance, randomized trials were more likely to be published in English; journal 

articles had longer time lags between intervention and publication, a higher number of 

associated study reports, and were subsequently cited more often than non-journal articles 

(e.g., dissertations/theses, technical reports, book chapters). Funded studies were also more 

likely to have a higher number of associated study reports, more subsequent citations, and be 

published in journals with higher impact factors. Studies with more associated study reports 

were also cited more often, and published in journals with higher impact factors.

Relationship between Reporting Characteristics and the Magnitude of Effects

Our first objective was to examine the relationship between the magnitude of effect sizes 

and the eight measured reporting characteristics: publication type, identification source, 

language, funding, time lag between intervention and publication, number of reports, impact 

factor, and forward citations. Figures 1 and 2 present the distribution of reported effect sizes 

by reporting characteristic, for the categorically and continuously measured reporting 

characteristics, respectively. Table 2 presents unstandardized coefficients and 95% 

confidence intervals (using robust standard errors) from mixed-effects meta-regression 

models estimating the association between these reporting characteristics and effect size 

magnitude, after controlling for the five study characteristics.

Results from the models that examined each reporting characteristic separately (Models I – 

VIII, Table 2) indicated that journal articles reported larger effect sizes (b = 0.10, 95% CI 

[0.01, 0.19]) than those published in other formats (e.g., theses/dissertations, book chapters, 

technical reports). For instance, the average standardized mean difference effect size as 

reported in journal articles was 0.15 (95% CI [0.12, 0.20]), versus 0.07 for theses (95% CI 

[−0.05, 0.11]), and 0.03 for other publication types (95% CI [−0.05, 0.11]) (see Figure 1).
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Studies that acknowledged receiving funding had larger effect sizes than those that did not 

receive funding (b = 0.08, 95% CI [0.01, 0.16]). The average effect size as reported in 

funded studies was 0.16 (95% CI [0.11, 0.20]), versus 0.08 for unfunded studies (95% CI 

[0.02, 0.14]) (see Figure 1). Because funded studies may have larger sample sizes (and 

therefore higher statistical power to detect effects) we conducted post-hoc analyses that 

additionally controlled for primary study sample size; results were substantively unchanged 

and indicated that funded studies had larger effect sizes than unfunded ones, even after 

controlling for sample size (b = 0.09, 95% CI [0.01, 0.17]). The majority of funded studies 

(73%) acknowledged funding from the National Institute on Alcohol Abuse and Alcoholism, 

with the remainder often citing other government funding agencies. Notably, three studies 

acknowledged receipt of funding from a private foundation supported by the malt beverage 

industries of the United States and Canada. We therefore conducted post-hoc analyses to 

examine whether this industry funding was correlated with effect size magnitude (results not 

shown in tables). Studies funded by the malt beverage industry reported significantly smaller 

effect sizes than those that did not; the average effect across the 17 effect sizes in those three 

studies was practically zero, at 0.01 (95% CI [−0.03, 0.04]).

Results provided no evidence that identification source, language, time lag, number of study 

reports, forward citations, and journal impact factor were associated with effect size 

magnitude (Table 2). However, the comprehensive model (IX) indicated that after 

controlling for the other reporting characteristics and control variables, funded studies 

continued to be correlated with larger effects (b = 0.14, 95% CI [0.04, 0.23]), longer time 

lags were associated with smaller effects (b = −0.03, 95% CI [−0.05, −0.01], and studies that 

were subsequently cited more frequently were those with larger effects (see also Figure 2; b 

= 0.01, 95% CI [+0.00, 0.01]). Both of these significant effects were relatively modest in 

practical terms, however, equivalent to a 0.03 standard deviation change with each 

additional year of time lag and only a 0.01 standard deviation change with each additional 

citation per year. Finally, the association between publication type and effect size magnitude 

that emerged in Model I was attenuated in the comprehensive models; this attenuation was 

likely caused by the intercorrelations between publication type, funding, time lag, and 

forward citations (see Table 1).

Relationship between Reporting Characteristics and the Direction of Effects

The second objective of the study was to examine whether study reporting characteristics 

were associated with the direction of intervention effects. Table 3 presents odds ratios and 

95% confidence intervals (using robust standard errors) from logistic regression models 

predicting whether the effect size was positive (i.e., greater than zero).

We found no evidence that publication type, location source, language of report, funding 

source, time lag, or journal impact factor were associated with the odds of a positive effect 

size. The number of reports associated with a study (OR = 1.22, 95% CI [1.02, 1.47]) and 

the number of subsequent forward citations (OR = 1.06, 95% CI [1.02, 1.10]), however, 

were both positively associated with the odds of a positive effect size (Models VI and VII). 

The association between number of study reports and effect size direction was attenuated in 

the comprehensive model (IX), which was driven largely by the correlation between number 
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of study reports and subsequent citations. Indeed, each additional citation per year was 

associated with a 10% increase in the odds of a study reporting a positive effect size (OR = 

1.10, 95% CI [1.02, 1.18]). Figure 3 depicts these results from model IX in Table 3, and 

shows the predicted probabilities (and corresponding 95% confidence intervals) of a study 

reporting a positive effect size, across varying levels of subsequent citations per year. 

Studies that were subsequently cited by other scholars were more likely to report a positive 

effect size relative to those that were cited less frequently.

Changes in Dissemination Biases over Time

The third objective of the study was to examine whether the association between reporting 

characteristics and effect size magnitude and/or direction has changed over time. To address 

this objective we re-estimated the models shown in Tables 2 and 3, but also included 

publication year and multiplicative interaction terms between publication year and each 

reporting characteristic. Overall, there was no consistent evidence of an interaction between 

publication year and each of the reporting characteristics (results not shown; available from 

authors upon request). The only exception to this was for time lag between intervention and 

publication, with results indicating a possible increase in time lag bias over time. This result 

was consistent in the model predicting effect size magnitude (bYear = 0.01, pYear = .22, 95% 

CI [−0.01, 0.02]; bLag = −0.03, pLag = .02, 95% CI [−0.05, −0.01]; bYearXLag = −0.01, 

pYearXLag = .07, 95% CI [−0.01, 0.00]) and the model predicting effect size direction 

(ORYear = 0.95, pYear = .36, 95% CI [0.86, 1.06]; ORLag = 0.82, pLag = .08, 95% CI [0.66, 

1.03]; ORYearXLag = 0.94, pYearXLag = .06, 95% CI [0.87, 1.00]).

Figure 4 shows how time lag bias has changed over time, depicted as the association 

between time lag and the magnitude of effect sizes from 1995 to 2013. Results are shown as 

the relationship between predicted effect size and time lag between intervention and 

publication, at varying publication years (estimated in three-year increments since 1995). 

Recall that a negative slope reflects possible time lag bias, such that larger effect sizes are 

published more quickly than smaller effect sizes. As shown in Figure 4, the correlation 

between time lag and effect size magnitude has shifted in direction over time, with increased 

time lag bias in more recent years. The slopes are positive for studies published prior to 

2004, indicating that studies with larger effect sizes took longer to get published. After 2004, 

however, this relationship shifted in direction (i.e., slopes of the lines became negative) and 

studies with larger effect sizes began to be published more quickly than those with smaller 

effect sizes.

Discussion and Conclusions

We conducted a retrospective analysis of data from a large systematic review and meta-

analysis that examined the effectiveness of brief alcohol interventions for adolescents and 

young adults (Tanner-Smith & Lipsey, 2014). Using data from that meta-analysis, we 

examined whether the magnitude and/or direction of reported effects were associated with 

various reporting characteristics of the studies, and whether those associations changed over 

time. Overall, we found evidence of possible dissemination biases. Funded studies reported 

effects that were 0.14 standard deviations larger than those in unfunded studies. Results 

indicated that studies with larger effect sizes were published more rapidly, such that each 
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additional year a publication was delayed equated to a 0.03 standard deviation reduction in 

effect size. This time lag bias appears to have increased over the past decade. Finally, 

studies with larger and/or positive effects were also more likely to be cited by other scholars. 

We found no evidence, however, that the magnitude or direction of reported effect sizes was 

a function of other reporting characteristics such as location source, language of report, and 

journal impact factor.

As with any study, readers should interpret these results in light of the current study’s 

strengths and limitations. The primary strengths of this study were its use of data from a 

large-scale meta-analysis based on a comprehensive literature search (including extensive 

grey literature searching) that synthesized findings from a large primary research literature 

in the social and behavioral sciences (i.e., brief alcohol interventions for adolescents and 

young adults), its simultaneous examination of several types of dissemination biases, and the 

exploration of potential changes in dissemination bias over time.

The main limitation of this study was its retrospective design. Ideally, studies of 

dissemination bias use a prospective research design whereby a sample of research studies 

are identified at study inception (e.g., during the stage of human subjects research approval) 

and followed prospectively over time, such that reported study findings could be compared 

to study protocols or proposals. Prospective designs, such as those used by Cooper, DeNeve, 

and Charlton (1997), are preferred because the theoretical population of potentially 

published studies is known at the outset. In contrast, retrospective designs (like the one used 

in the current study) make it impossible to know whether the final sample includes all 

eligible published and unpublished studies, no matter how comprehensive or extensive the 

literature search. It is impossible to know the findings of the truly “lost” studies. If we 

assume those lost studies are more likely to have null or negative findings, then findings 

from the current study might present a conservative picture of dissemination biases. Despite 

this limitation, our retrospective design did permit more in-depth analysis of several types of 

dissemination biases (e.g., time lag bias, multiple publication bias) that may not be possible 

to examine in prospective study designs due to shorter follow-up periods.

Another limitation of this study is the inability to determine whether the observed effects are 

truly indicative of dissemination bias and not some other underlying mechanisms. For 

instance, results indicated the possibility of time lag bias, such that studies with larger effect 

sizes were published more quickly. Although this could be caused by time lag bias, another 

plausible alternative could be that studies with larger effects are more likely to be published 

in journals with shorter peer review and editorial lags. For instance, journals in the health 

and medical sciences often have shorter peer review times than those in the social and 

behavioral sciences, so some of the observed time lag effects could be caused more by 

journal editorial practices than primary study authors’ publication submission celerity. We 

were unable to empirically test this proposition in the current study, so this is an important 

direction for future research (particularly in interdisciplinary literatures such as addiction 

science).

Similarly, the finding that funded studies reported larger effect sizes might be caused by 

other mechanisms unrelated to dissemination bias. In the medical sciences, funding bias is 
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often tied to receipt of funding from pharmaceutical companies that have potential financial 

conflicts of interest. With alcohol intervention effectiveness research, receipt of funding 

from federal agencies (in this case, primarily the National Institutes of Health) is unlikely to 

yield financial conflicts of interest that would result in dissemination bias. Rather, a more 

plausible explanation is that funded studies may have larger sample sizes and be higher in 

overall quality (in terms of both conduct and reporting quality). We attempted to address this 

alternative explanation by statistically controlling for crude measures of study quality and 

sample size, but nonetheless still found evidence that funded studies yielded larger average 

effects. Notably, however, funded studies were no more likely to report positive effects, 

which suggest that larger sample sizes (and power to detect effects) are unlikely to explain 

the current findings. Other plausible alternatives may include (real or perceived) pressures 

for funded researchers to report larger effect sizes, in the hopes of obtaining future funding 

for follow-up studies. Our study did not have data to test these propositions, however, so 

clearly more research is needed to examine potential dissemination biases associated with 

external funding. This is particularly important for social and behavioral science research, 

where conflicts of interest (financial or otherwise) may not be as transparent as in the 

medical sciences.

This study did not examine selective outcome reporting bias, given our reliance on 

retrospective data. Selective outcome reporting is an important issue that deserves additional 

empirical examination, particularly in the social and behavioral sciences, but we were 

unable to examine it here. Another limitation of the current study is the potential range 

restriction for some of the reporting characteristics examined. As such, the true underlying 

relationships between some of the variables of interest (e.g., effect size magnitude and 

impact factor) may have been attenuated due to range restriction and thus the reported 

relationships may be conservative in nature.

Despite these limitations, evidence from this study supports prior research documenting that 

positive intervention or treatment effects appear more frequently in the literature than null or 

negative effects (e.g., Decullier et al., 2005; Dwan et al., 2008; Hopewell et al., 2009; Pigott 

et al., 2013). Such inflated estimates of treatment effects can be detrimental to the promotion 

of evidence-based practice – potentially leading to the overestimation of beneficial effects 

(or in the worst-case scenario, incorrectly attributing beneficial effects to harmful 

interventions). Moreover, this could lead to depriving individuals in need of interventions 

from other types of services that may be more effective, or at least more cost-effective.

What then, can be done to minimize dissemination biases in the psychological sciences? We 

believe that researchers and primary study authors, editors, peer reviewers, systematic 

reviewers, and meta-analysts alike have professional and ethical obligations to engage in 

research practices that seek to minimize biases. In terms of dissemination biases related to 

selective outcome reporting and selective publication, primary study authors should 

understand their ethical obligation to report fully all research findings, regardless of the 

direction or magnitude of those results. Prospective registration of research studies may be 

one way to promote complete outcome reporting, although recent research suggests this may 

not be enough (Dwan et al., 2011; Mathieu et al., 2009; Rasmussen et al., 2009; Redmond et 

al., 2013). Indeed, a larger cultural shift may be necessary, such that doctoral research 
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training programs sufficiently emphasize the importance of complete outcome reporting 

rather than statistical significance chasing (Schmidt, 1996). Such a shift will undoubtedly be 

difficult to implement given the publish or perish culture that implicitly encourages junior 

researchers to focus on the publication of new and innovative research findings, rather than 

the publication of null results or replication studies.

Systematic reviewers and meta-analysts, in turn, can attempt to minimize dissemination 

biases related to selective publication and selective inclusion by actively identifying and 

including grey or unpublished literature in reviews. An important question, of course, is 

whether including grey or unpublished literature in a meta-analysis might threaten the 

validity of the review findings, if those unpublished studies are of lower quality or higher 

risk of bias. Although some researchers have recently advocated for the systematic exclusion 

of dissertations or other unpublished grey literature from meta-analyses (Ferguson & 

Brannick, 2012), we agree with other scholars (Rothstein & Bushman, 2012) who contend 

that systematically excluding grey literature from meta-analyses will likely lead to 

exaggerated estimates of intervention effects (McAuley, Pham, Tugwell, & Moher, 2000; 

McLeod & Weisz, 2004). Indeed, if an unpublished or grey literature source meets all pre-

specified eligibility criteria for a review or meta-analysis (including minimum quality or 

design thresholds), the onus is on the reviewer to include that study in the review, to code 

each study’s method quality or risk of bias, and to assess whether such characteristics may 

influence or bias the results of the review. The issue of whether grey or unpublished 

literature is of lower quality than commercially published literature is an empirical question, 

and the answer is likely to vary across different disciplines and research topics. Fortunately, 

this question is one that systematic reviewers and meta-analysts are well poised to answer if 

they routinely collect and analyze publication type and method quality data. Of course, 

researchers should strive to conduct high quality studies, and we are not advocating that 

researchers, editors, or peer reviewers permit the literature to be flooded with low quality 

studies.

As recently noted by Francis (2012), another possible solution to minimize dissemination 

biases is for primary study authors to shift from the frequentist hypothesis testing framework 

to a Bayesian statistical framework. Bayesian hypothesis testing avoids the null hypothesis 

paradigm altogether, and can quantify the amount of evidence in support of both null and 

alternative hypotheses. Bayesian approaches can also avoid problems of data mining or 

fishing, and problems with multiple significance tests. However, even within the frequentist 

statistical approach, researchers can embrace the “new statistics” of psychology by avoiding 

null hypothesis significance testing in favor of effect size estimates and their confidence 

intervals (Cumming, 2014).

As systematic reviews and meta-analyses play an increasing role in summarizing the current 

best research evidence that informs evidence-based practice decisions, it is crucial for 

researchers and readers to be attentive to the issues of publication and dissemination bias. 

This is especially true in the social/behavioral sciences where publication bias has been 

researched less often relative to medicine (Rothstein et al., 2005). Readers of social and 

behavioral science meta-analyses may assume that a large number of included studies results 

in unbiased review conclusions. Yet bias in a meta-analysis may increase with the number 
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of studies included, which might occur if studies are selected from the published literature 

only. A comprehensive search, screen, and coding process are therefore paramount for 

minimizing potential biases.

We emphasize the comprehensiveness of the searching, coding, and analysis of meta-

analyses for grey literature because we believe it is the only way to ensure valid reviews. As 

other social scientists have suggested, preventing publication bias in the first place may be 

the best approach to deal with it (Rothstein, 2008). At a minimum, systematic reviewers 

should be cognizant of such biases and attempt to code and test for the influence of variables 

potentially related to publication bias. Systematic reviewers and meta-analysts, however, 

must also be willing to conduct comprehensive literature searches to identify the grey 

literature and primary researchers should either prospectively register their studies or at least 

make a serious effort to report all study outcomes regardless of study findings.

Such efforts can only improve the validity of reviews that are used to inform evidence-based 

practice. As social scientists, we must continue to improve our awareness of these issues in a 

similar fashion to the medical research community. Efforts to decrease dissemination bias 

will suffer if they are not recognized by the community as important and apparent. The 

resulting efforts will deliver greater validity to reviews and will provide favorable future 

outcomes for policymakers, practitioners, and more importantly, the individuals we 

ultimately seek to help.
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Figure 1. 
Distribution of effect sizes by publication type, identification source, language of report, and 

funding status of study.

SMD = Standardized mean difference. DB = database. Ref list = reference list.
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Figure 2. 
Associations between effect sizes, time lag, number of study reports, forward citations, and 

journal impact factor.

SMD = Standardized mean difference.
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Figure 3. 
Predicted marginal probabilities and corresponding 95% confidence intervals for the 

probability of reporting a positive effect size, by the number of subsequent forward citations 

per year.
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Figure 4. 
Predicted marginal effect size and time lag between intervention and publication, by 

publication year.
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Table 3

Odds Ratios and 95% Confidence Intervals from Logistic Regression Models Predicting Whether Effect Size 

was Positive: Main Effects of Reporting Characteristics

Model I II III IV V VI VII VIII IX

Reporting characteristics

Journal article 1.49
[0.78, 2.84]

0.65
[0.26, 1.61]

Main database 0.96
[0.42, 2.16]

0.64
[0.22, 1.91]

Reference list 0.84
[0.35, 2.01]

0.57
[0.19, 1.71]

English report 0.70
[0.20, 2.46]

0.90
[0.19, 4.19]

Funded study 1.42
[0.81, 2.49]

1.20
[0.55, 2.66]

Time lag (years) 0.85
[0.64, 1.12]

0.90
[0.72, 1.12]

Number of study reports 1.22*

[1.02, 1.47]
1.09

[0.86, 1.37]

Forward citations 1.06*

[1.02, 1.10]
1.10*

[1.02, 1.18]

Impact factor 1.04
[0.94, 1.15]

--

Control variables

Adolescent sample 0.80
[0.41, 1.59]

0.84
[0.45, 1.58]

0.80
[0.40, 1.60]

0.79
[0.39, 1.58]

0.64
[0.30, 1.35]

0.73
[0.37, 1.45]

0.94
[0.48, 1.81]

0.79
[0.32, 1.96]

0.69
[0.34, 1.38]

Randomized design 0.98
[0.44, 2.16]

1.02
[0.45, 2.33]

1.16
[0.51, 2.60]

0.96
[0.42, 2.23]

1.81
[0.78, 4.23]

0.94
[0.42, 2.12

0.85
[0.37, 1.94]

0.70
[0.19, 2.62]

1.80
[0.57, 5.72]

Intent-to-treat design 1.14
[0.65, 2.00]

1.13
[0.64, 2.01]

1.15
[0.65, 2.01]

1.06
[0.60, 1.88]

1.17
[0.64, 2.15]

1.06
[0.62, 1.84]

0.97
[0.55, 1.72]

.64
[0.34, 1.21]

0.93
[0.48, 1.81]

Attrition rate 1.87
[0.39, 8.92]

1.50
[0.30, 7.53]

1.56
[0.32, 7.68]

1.69
[0.36, 7.82]

2.99
[0.34, 26.58]

1.85
[0.38, 8.87]

1.66
[0.38, 7.21]

2.01
[0.20, 19.95]

3.24
[0.42, 24.98]

Number of study waves 1.01
[0.94, 1.08]

1.01
[0.94, 1.09]

1.02
[0.94, 1.09]

1.00
[0.94, 1.07]

1.00
[0.94, 1.05]

1.00
[0.94, 1.07]

1.00
[0.86, 1.15]

1.03
[0.97, 1.10]

0.70
[0.44, 1.11]

k 1,439 1,439 1,439 1,439 983 1,439 1,414 973 961

n 179 179 179 179 98 179 173 119 93

Note. Results estimated from mixed-effect logistic regression models with clustered robust standard errors. k = number of effect sizes; n = number 
of studies.

*
p < .05.

Psychol Addict Behav. Author manuscript; available in PMC 2015 November 02.


