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Abstract

We present the current status of development of our code for performing Molecular Dynamics 

(MD) simulations exploiting a polarizable force field based on the Fluctuating Charge (FQ) 

method and non-Periodic Boundary Conditions (NPBC). Continuing on the path set in a previous 

work, we increased the capabilities of the code by implementing a number of new features, 

including: a non-iterative algorithm for rigid trigonal molecule simulations; two additional 

temperature coupling schemes; a meta-dynamics based approach for effective free energy 

evaluations. Although these are well known algorithms, each present in one or more widely used 

MD packages, they have now been tested, for the first time, in the context of the FQ model 

coupled with NPBC. As case studies, we considered three aqueous ions of increasing charge, 

namely Na+, Ca2+ and La3+, at infinite dilution. In particular, by exploiting a computational 

approach recently proposed by our group and based on the metadynamics technique, we focused 

on the important role played by solvent polarization on ionic hydration structures, also 

investigating the free energy landscapes of ion coordination and the water exchange rates. Such an 

approach, previously tested with standard non-polarizable models, was applied here to evaluate 

the effects of explicit polarization on water exchange barriers between different solvent 

coordination structures. Moreover, we have analyzed and discussed in some detail non-linear 

electrostatic effects arising from solvent polarization while going from a mono- to a di- and 

trivalent ion.
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1 INTRODUCTION

For more than thirty years, scientists relied on Moore’s Law to extend the scope and 

complexity of systems investigated with atomistic simulations, in particular by means of 

(classical) Molecular Dynamics1-3 (MD). During this period a great effort has been put forth 
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to improve the performances of MD software and its capability to describe physical systems 

of growing complexity with increasing accuracy, exploiting the faster hardware available at 

each new generation. Despite such improvements, the range of chemical phenomena 

amenable to classical MD is rather limited (e.g. chemical reactions, charge transfers or 

radical species are generally not properly modeled); on the other hand, ab-initio MD still 

suffers from severe limitations in terms of system size and extension of a statistically 

significant sampling, even with the latest super-computers. Nevertheless, it is often 

unnecessary to include explicitly every component of very large systems (such as biological 

macromolecules) in full atomistic detail because in most cases the focus is on local chemical 

events occurring in relatively small molecular regions. Such a consideration has motivated 

the development of multiscale methods4-8 developed to describe different parts of a physical 

system with different levels of accuracy. In this context, the introduction of explicit 

polarization9 in standard force fields (FF) does provide a bridge between quantum 

mechanical and (non-polarizable) classical descriptions of different subsystems. While 

effectively used in many practical contexts, non-polarizable FFs disregard the effects of 

intra- and inter-molecular polarization and may introduce severe limits, if not artifacts, when 

non-homogeneous systems are considered. Especially in liquids and solutions, it has been 

long recognized that solvent polarization may often play a crucial role on structural, 

thermodynamic and kinetic properties of chemical systems. For this reason several 

theoretical approaches9 have been proposed over the years to model explicit polarization10 

within a classical framework and, in some cases, they have been integrated in widespread 

MD packages and FF11-15 or have promoted the development of new packages16. One of the 

most basic examples of a non-homogeneous solvent system, which is, at the same time, of 

fundamental importance for several chemical processes, is represented by the hydration of 

simple monoatomic ions in solution17-19, where water molecules have, even on average, a 

different dipole moment going from liquid bulk to the first hydration shell of the ion20,21. 

While results obtained from MD simulations of non-polarizable aqueous ions are generally 

in good agreement with experimental data22 (especially, when ad-hoc FF are 

developed23,24), in some cases this comparison is still the object of debate, as in the case of 

the coordination geometry of lanthanoids.25-28 Thus, the introduction of molecular 

polarization may improve these results and provide additional insights on ion 

microsolvation. Besides, hydration free energy changes can provide additional subtle details 

on the water coordination structures around ions when other data (e. g. radial distribution 

functions) yield comparable pictures, as discussed in the framework of the “quasi chemical 

theory”.18,29

From the computational viewpoint, in a previous study our group has presented an 

implementation of a polarizable model coupled to Non-Periodic Boundary Conditions 

(NPBC) and showed how it could be effectively used for a wide range of applications.30 The 

method chosen to treat polarization was the Fluctuating Charge31-33 (FQ) approach, which 

has recently found widespread applications11,12 for studying the properties of a variety of 

chemical systems in aqueous solution. We decided to adopt the FQ model for several 

reasons: the quantities on which it is based (electronegativity and chemical hardness) may be 

rigorously defined in quantum mechanical terms; it has many connections with semi-

empirical methods (e.g. tight-binding density functional34,35) and can be easily integrated 
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with reactive FFs, such as ReaxFF36. MD simulations are commonly performed using 

Periodic Boundary Conditions (PBC), even if a significant number of studies already 

pointed out the possible appearance of artifacts when dealing with long-range interactions in 

intrinsically non-periodic systems, such as liquids and solutions.37-40 Due to their 

complementarity with PBCs. the interest in alternative NPBC methods has been 

continuously increasing over the years. In addition to their conceptually easy integration 

with localized basis set methods, NPBC methods automatically remove artificial correlations 

between periodic copies of the system and, at the same time, allow to reduce the system 

size; this, in turn, provides increased performances as well as, in principle, faster 

convergence towards thermodynamic equilibrium. In a number of previous works two of the 

present authors proposed and validated the GLOB41-44 model which couples a refined 

continuum model for describing the electrostatic “reaction field” of bulk solvent with an 

effective approach to enforce reliable non-periodic boundary conditions that does remove 

spurious unphysical results due to the explicit-implicit solvent interaction at the cavity 

boundaries. The formal analogies existing between the FQ model and the Polarizable 

Continuum Model (PCM)45 allow, in principle, the integration of FQ with GLOB, which 

paves the way towards a more complex, yet flexible, QM/MM multiscale approach, based 

on the possibility to combine different QM methods (taking advantage of the wide array of 

methods available in the Gaussian46 suite of programs), classical FQ methods and PCM for 

treating successive layers of a complex molecular systems, each one characterized by a 

decreasing level of “environmental detail” or accuracy and increasing system size30,47,48. 

Alternative approaches have been developed, wrapping up different specialized software in 

a higher level “meta package”, as done, for example, by ChemShell,49 taking advantage of 

widespread used codes and concentrating efforts especially in the communication and 

integration part. This latter strategy has its own advantages in terms of flexibility and fast 

code development. On the other hand, integrating the entire software stack may deliver 

enhanced performances and accuracy.

In the present paper, we have extended the capabilities of our MD code in order to 

thoroughly test it. In particular, we implemented a number of new features, including: fixed 

geometries for generic trigonal molecules using a non-iterative algorithm (SETTLE50); two 

additional thermostat coupling schemes, namely the Berendsen51 thermostat and the 

stochastic velocity rescale method52; and finally, we introduced an enhanced sampling 

algorithm based on metadynamics.53 As test cases, we choose three aqueous ions of 

increasing charge, i.e. Na+, Ca2+ and La3+, focusing on the effects of solvent polarization on 

the free energy profile of ion-water coordination and water exchange, according to a 

recently proposed computational approach54 that allows to effectively estimate the free 

energy change of ion coordination. The role of polarization on the microsolvation of 

aqueous ions was analyzed by comparing results issuing from polarizable and non-

polarizable MD simulations, keeping other physical conditions as similar as possible. In 

particular, we have analyzed the genuine effects arising from atomic polarization and not 

reproducible by simple adjustments of other terms of the interaction potential, specifically 

the van der Waals interactions. For the sake of comparison, selected structural features (e.g. 

ion-water distances and coordination numbers), as issuing from non-polarizable models, 

were taken as references for developing the corresponding polarizable models. Even if the 
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accuracy of such references could be questionable, this protocol allowed us to isolate effects 

exclusively caused by polarization. Note that the three selected ions have been widely 

studied over the years55-58 using a variety of computational and experimental approaches. 

For such a reason, we included available literature data, though an extended comparison 

with previous studies is beyond the scope of the present work.

The paper is organized as follows. A brief description of the theoretical framework is 

presented in Sec. 2, along with all the computational details. In Section 3.1, results on the 

polarizable version of the standard TIP3P59 and SPC60 water models are presented. Next, 

simulations carried out on Na+, Ca2+ and La3+ are reported in Sec. 3.2 to 3.4, and the 

trajectories obtained with fixed or fluctuating charges are analyzed first in terms of radial 

distribution functions and then using free energy landscapes, discussing how the effects 

pertaining only to fluctuating charges may be discerned. We also report on the effects 

caused by solvent polarization on water exchange rates for the three ions. In Sec. 3.5, we 

include some analyses about the energetics of ion solvation using either fixed or fluctuating 

charges. Finally, concluding remarks and perspectives on future work are presented in Sec. 

4.

2 METHODOLOGY

2.1 Theory

In this section, we present a brief description of the FQ30 model and of the Metadynamics 

method54, as used in this paper. The FQ method is based on the principle of 

electronegativity equalization (EE)61,62 and its formulation is rooted into density functional 

theory. In this framework, electrons are treated as an electron gas with chemical potential, μ, 

whose negative value corresponds to the Mulliken’s electronegativity. At equilibrium, the 

chemical potential will be equal in all points, that is, the electronegativity will be the same 

on all atoms. According to the FQ method, when an atom within a molecule moves with 

respect to the others or the environment, both its chemical potential and its atomic partial 

charge do change. In a vacuum, the electronic energy of an isolated molecule can be written 

as:

(1)

where qi is the atomic charge of atom i, χ its atomic electronegativity and η its hardness, 

which can be seen as the “stiffness” of the electron flow to or from a particular atom; the 

interaction kernel Jij represents the interaction between pairs of nuclei and its definition 

depends on the actual implementation. A more formal definition of the FQ parameters χ and 

η (and a discussion on the definition of Jij) in terms of first and second derivatives of the 

electronic energy with respect to the charge is presented in a previous work30 and in the 

references therein. At this point, it should be noted that, in the framework of the FQ method, 

hardness and electronegativity can be regarded as adjustable parameters, whose values can 

be eventually optimized in analogy to any other force field parameter, and there are no strict 

requirements to get these values from either theory or experiments11,12. Equation (1) is 
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easily adapted to a system composed of many molecules and the electronegativity 

equalization may be conveniently reformulated in terms of a constrained minimization 

problem using Lagrange multipliers, where the constraints are introduced to enforce charge 

conservation either on the complete system or molecule-wise: both choices have positive 

and negative aspects and the reasons to choose either one (intramolecular charge 

conservation in our case) are discussed in depth in a series of papers by Rick et al.31-33 Note 

that in the framework of the FQ model, polarization is described through changes in the 

atomic partial charges. Besides, the total charge of each molecular moiety was constrained, 

so to avoid unphysical charge transfer phenomena across the whole system, as discussed in 

Ref. 30 and references therein. Accordingly, the ion charge was kept fixed during the 

simulations. Solving the minimization problem at each time step would be computationally 

cumbersome, especially for large molecular systems; however the fluctuating charges can be 

dynamically propagated along with the atomic sites according to an extended Lagrangian 

formalism30,31, where the charges are endowed with a fictitious mass, which must be set to 

ensure adiabaticity during the simulation. In our implementation, the explicit molecular 

system is embedded into a spherical cavity of a polarizable continuum model (PCM). Hence, 

the FQs are coupled with Non Periodic Boundary Conditions (NPBC), which are enforced 

using a radial potential, Vc, acting on each solvent molecule whose center of mass falls 

beyond a given radius, rc, or vanishing otherwise, as expressed by a sixth-order polynomial:

(2)

Finite size effects are effectively taken into account surrounding this spherical box with a 

PCM cavity as small as possible to reduce the number of interactions concerning the explicit 

system, but large enough to avoid collision between the atomic fluctuating charges and the 

PCM apparent surface charges. In Ref. 30, it is also shown how the reformulation of the 

(electrostatic) PCM problem in a variational fashion30 leads to a straightforward and elegant 

integration of the FQ and PCM formalisms. Here, we would like to remark that the PCM 

response matrix does depend only on the geometry of the cavity, which, in a NVE or NVT 

simulation, is held fixed (currently a spherical cavity) meaning that there is basically a 

minimal computational overload due to the use of PCM. The boundary potential of Eq. 2 is 

not optimal and inclusion of the more refined GLOB41,42 model in the present 

computational framework is currently under way. For the purpose of the present study, 

however, all local properties (structural, energetic, dynamical (self-diffusion)) concerning 

the ion hydration have been tested and provided quite reliable results.

In principle, free energy differences among distinct molecular configurations can be 

estimated by “standard” MD simulations, though this is often unpractical due to the 

extended sampling over a multidimensional configuration space usually required. For this 

reason, over the years, various free energy methods based on molecular simulations have 

been proposed and successfully applied to achieve a statistically sound sampling63-67. One 

of the most versatile techniques is represented by the so-called metadynamics53, already 

fruitfully exploited in rather different contexts. Recently,54 we have shown how 

metadynamics can be effectively used to address the study of ion coordination in the liquid 

phase. The metadynamics methodology, like other importance sampling methods, is based 

on the assumption that the free energy surface of a molecular system can be properly 
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described in terms of a few generalized or collective variables: ΔA = A(s) with s the 

generalized coordinate. Then, during a metadynamics run, a bias potential energy is 

introduced on-the-fly and undergoes cumulative and history dependent modifications based 

on the sampling accumulated on collective coordinates. This adaptive potential is built up to 

force the system to visit poorly or not yet sampled configurations and to enhance the 

probability to overcome barriers that are thermally out of reach. As a result, the free energy 

profile along a given collective variables is recovered as the opposite of such an adaptive 

potential; this approach not only allows a much faster sampling of the configuration space 

but also yields a neat and simplified picture of the free energy profile of the system under 

investigation. Of course, the choice of proper collective variables is of fundamental 

importance and must be carefully assessed in each case. In Ref. 54, in order to study the ion 

coordination in solution, we adopted the coordination number as the simplest and most 

chemically intuitive collective variable (s), with the prescription of defining s as given by 

the following continuous and smooth function:

(3)

where the index i runs over all water molecules, ri is the distance between the ion and the i-

th water molecule, r0 is a ion – oxygen cut-off range delimiting the first hydration shell 

(estimated by preliminary test simulations) and a is a smoothing parameter that makes the 

coordination number a continuous function. The oxygen atom is considered as a proxy for 

the corresponding water molecule. Note that when comparing the results of metadynamics 

with standard MD sampling, Eq. 3 was used to evaluate the distribution of s from the 

simulated trajectory, as shown in Fig. 4, 5 and 9.

2.2 Computational details

All calculations have been performed with a local modification of the development version 

of the Gaussian46 package, which includes the MD code presented in Ref. 30 and in this 

work. Overall, 21 different MD simulations have been carried out considering either pure 

water or an ion in aqueous solutions, and comparing in each case polarizable and non-

polarizable models. Pure water simulations were carried out to test the effects of rigid 

geometry on the fluctuating charges while extending the integration time step. Afterwards, 

several simulations were carried out for each ion comparing the statistic yielded by “normal” 

sampling and by metadynamics. Four different sets of starting coordinates were used in all 

simulations: the first and second one were performed with 519 water molecules, using either 

the TIP3P or the SPC water model, embedded into a spherical box with a radius of 15 Å and 

surrounded by a PCM spherical cavity of 17 Å; the remaining considered systems were set 

up by adding one ion and 518 SPC (for Na+ and Ca2+) or TIP3P (for La3+) water molecules 

in the same spherical box. The ion was located at the center of the cavity and kept frozen 

during the simulations. A confinement potential as described in Equation (2) was applied to 

enforce NPBC. In all cases, the Velocity Verlet integrator was used with a time step of 0.2 

(flexible bonds) or 1.0 fs (rigid bonds). An obvious improvement was thus to introduce the 

propagation of rigid molecules in addition to the flexible harmonic bonding potential already 

present in the code. Rigid bonds, not to mention other computational advantages, yield 
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better energy conservation and are better suited for developing efficient and robust 

polarizable FFs. For these reasons we implemented the SETTLE50 algorithm originally 

proposed by Miyamoto and Kollmann, which allows to propagate the positions of rigid 

trigonal molecules using a non-iterative method which is both fast and accurate. The initially 

implemented Andersen thermostat68, which is based on a random “kick” of atoms at each 

time step, was not well-suited for the study of ion hydration. Thus, we implemented two 

additional temperature coupling methods: the stochastic velocity rescale method of Bussi, 

Donadio and Parrinello52 for its simplicity and straightforward integration in the existing 

code and for its ability to correctly sample a canonical phase-space distribution and the 

rescaling algorithm of Berendsen51, since it is highly tested, extremely lightweight and 

useful for testing purposes. Unless otherwise specified, simulations were started at 298.15 K 

and temperature was kept constant by means of the stochastic velocity rescaling approach 

with a coupling time constant between the system and the thermostat of 10 integration time 

steps (i.e. either 2.0 fs or 10.0 fs). Charges were kept at a constant temperature of 2 K with a 

coupling rate equal to the integration time step. After some test simulations, the fictitious 

fluctuating charge mass was set to 160 a. u., in combination with a 0.2 fs time step, and to 

180 a. u., with a 1.0 fs time step. All simulations were carried out for about 2 ns (pure water) 

or 4 ns (ion water systems) with the notable exception of La3+ in water, which has been 

simulated with fixed charges for 50 ns to allow for estimation of first shell residence time; 

configurations were saved every 50 (pure water) or 250 (ionic solutions) time steps and all 

analyses on MD trajectories were performed discarding the first 500 ps (pure water) or 1000 

ps (ionic solutions), as initial equilibration. As for metadynamics, the procedure summarized 

above was applied; the continuous coordination number, s, was subdivided in bins of 0.1 

width; after 1000 ps of normal sampling, Gaussians were added to the bias potential energy 

every 100 ps; each Gaussian was 0.125 kJ/mol high and 0.1 Å wide. Although both r0 and a 

of Eq. 3 are to be considered adjustable parameters, only r0 was changed according to the 

position of the first ion hydration structure, which is more sensitive to this parameter. The a 

parameter was set to 4.0 Å−1 in all cases, based on test simulations of a previous work (see 

Ref. 54). Mean residence times of water molecules in the first hydration shell were 

evaluated using the Impey’s method.69 This method is based on the definition of a survival 

probability function Pj(t,tn,t*), where Pj is set to 1 if the j-th water molecule lies within the 

first hydration shell at time steps tn and t+tn, not leaving the same shell for any continuous 

period longer than t*, otherwise Pj=0. From Pj, it is possible to evaluate the survival 

function nhyd(t) which may be regarded as a dynamical hydration number or, better, as the 

time self-correlation function of the hydration shell:

(4)

where Nt is the total number of steps and the j index runs over all water molecules. At long 

times, nhyd(t) decays exponentially, with a characteristic relaxation time, τ, that defines the 

water MRTs in the first shell.
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3 RESULTS AND DISCUSSION

3.1 Pure Water Simulations

First, we performed test simulations of rigid water models using the FQ method and 

analyzed, in some detail, the resulting inter-molecular liquid structure with the purpose of 

increasing the simulation time step, δt, to typical values used with non-polarizable force 

fields, i.e. δt = 1-2 fs. In order to monitor the energy conservation using SETTLE in 

combination with NPBC we performed long NVE simulations with the χ and η parameters 

taken from the original work by Rick et al.31 and either δt=0.2 fs with flexible bonds or 

δt=1.0 fs with constrained bonds. In both cases, the energy conservation was quite 

satisfactory and of the same magnitude: maximum deviations were between 60 and 80 kJ/

mol, i.e. less than 0.4% of the potential energy of the system. Then, we switched to a NVT 

ensemble performing two 2 ns MD simulations with δt =1.0 fs, rigid bonds, and either fixed 

or fluctuating charges; average temperature was 298.27±7.01 K and 300.29±15.45 K for the 

non-polarizable and polarizable model, respectively; use of the simpler Berendsen 

thermostat for NVT simulations did not yield noticeable differences (data not shown). Next, 

since the following aqueous ion simulations had to be compared with non-polarizable FFs 

using standard TIP3P and SPC water models, several test simulations were performed to 

adjust the FQ χOH parameter (ηO and ηH were not changed as in Ref. 30) and the Lennard-

Jones (LJ) σ and ε parameters in order to mimic the properties of the corresponding fixed 

charge models in terms of water dipole moment and oxygen-oxygen radial distribution 

function (RDF) (at least at short intermolecular distances): optimized parameters are 

reported in Table 1.

These water models were named TIP3P-FQ2 and SPC-FQ2 (to avoid confusion with the 

original parameter set presented in Ref. 31). In Figure 1, the O-O RDFs, goo(r), as obtained 

from four MD trajectories based on the TIP3P model (see details in Table 1), are depicted; 

in particular, the plot shows the following RDFs: δt = 0.2 fs and flexible bonds, δt=0.2 fs 

and rigid bonds, δt=1.0 fs and rigid bonds (increasing the fictitious mass of charges from 

160.0 to 180.0 a. u.) and δt=1.0 fs with a rigid geometry and fixed charges. Switching from 

fixed to fluctuating charges produces a widening of the goo(r) first peak and an increased 

separation between the first and second coordination shell that resulted in a more defined 

goo(r) second maximum; the position of the first peak is comparable with both non-

polarizable model and experimental data,70 but trajectories obtained with FQ show a more 

extended structure. Such an effect is clearly visible despite the position and shape of the first 

peak have been optimized to better overlap with the fixed charge reference up to 3.1 Å.

We also tried to assess the average water interaction energy using the FQ model. To this 

end, we compared the average potential energy (both electrostatic and Lennard-Jones 

contributions) sampled with the FQ simulations (δt=1.0 fs) for both water models with those 

that would have been obtained applying a fixed charge parameter set on the same MD 

trajectory. Such an analysis was performed by considering, for each frame, the interaction 

energy between the nearest water molecule to the center of the sphere and all the remaining 

molecules within a given cut-off radius (RC); the results obtained with increasing RC values 

are summarized in Table 2. It can be observed that most of the energy differences are due to 
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the first shell contribution (RC =4.0 Å) for both energy terms; it is also reasonable that the 

LJ energy difference decreases as more water molecules are included since σFQ and εFQ 

were tuned to compensate structural differences in the first shell.

Finally, Figure 2 shows the molecular dipole moment distributions obtained using 

fluctuating charges, compared with the corresponding reference dipole moments (2.35 D for 

TIP3P71 and 2.27 D for SPC72). When using δt=1.0 fs and SETTLE, a Gaussian distribution 

centered on the reference value is obtained with both TIP3P-FQ2 and SPC-FQ2 models. 

Furthermore, the use of flexible bonds shifts the average water dipole moment to smaller 

values due to the increase of the average HOH angle (107°) with respect to standard TIP3P 

(104.51°). Summarizing, integrating SETTLE and NVT simulations in the FQ/PCM 

framework allows to extend the capabilities of the code to the nanosecond time scale 

without loss of theoretical accuracy; besides, even if it is well known that such simplified 

water models imperfectly describe bulk liquid properties and some improvements might be 

expected by the inclusion of out-of-plane polarizable sites, we think that, nevertheless, they 

suit the aim of this work about evidencing polarization effects on ion-water systems, as 

compared to standard non-polarizable force fields.

3.2 Na+ in water

3.2.1 Radial distribution functions—The first ion-water system studied was Na+. The 

effects of fluctuating charges on the structure and dynamics of the first hydration shell of 

Na+ have been studied by performing two simulations with either SPC or SPC-FQ2; in both 

cases, the standard GROMOS9673 LJ potential was employed to model the Na+-O 

interaction. Then, two additional simulations with polarizable water have been carried out in 

which the same LJ potential has been slightly modified. As stated in the Introduction, such 

modifications of non-bonded interactions were considered in order to resemble as much as 

possible the structural properties of the corresponding non-polarizable counterpart, so to 

better focus on those effects specifically caused by solvent polarization. To be specific, 

initially, only the ion-oxygen distance (i. e. the position of the g(r) first peak; IOD hereafter) 

was reproduced by modifying the LJ σ(Na+-O) parameter. Afterwards, also the first peak 

width and height were rather well reproduced by modifying both σ(Na+-O) and ε(Na+-O). 

Several test simulations were performed in both cases, evaluating the Na+-O RDF after 500 

ps to accept or reject the modified parameters and finally two additional production runs 

with these modified potentials were performed. For the sake of convenience, in the 

following we will label Na+ simulations as follows: Na1 for standard non-polarizable 

GROMOS96, Na2 for GROMOS96 LJ potential and FQs, Na3 for modified σ(Na+-O) and 

FQs and Na4 for both LJ parameters modified and FQs. All σ and ε parameters are reported 

in Table 3 and the interaction potentials are shown in panel B of Figure 3; the corresponding 

RDFs and running integrals (N(r)) are depicted in panel A of Figure 3. For each potential, a 

metadynamics simulation was also carried out, and the corresponding results are shown in 

the following sections. When using metadynamics the r0 parameter was set to 3.2 Å, with 

the exception of Na2 for which a value of 3.3 Å was used.

The Na1 simulation yields a g(r) with IOD=2.25 Å and a depletion zone separating the first 

and second hydration shells located between 2.5 and 3.5 Å; the value of N(r) at the g(r) first 
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minimum (3.1 Å) is 5.6 but the g(r) never approaches zero. In Na2, the g(r) shifts to longer 

distances (IOD=2.42 Å) and increases its width (a sign of a more disordered first solvation 

shell); consequently, the separation between the first and second shell decreases further and 

N(r) at first minimum (3.2 Å) is 5.90. A similar pattern can be observed for the g(r) second 

peak, which is located at about 4.5 Å with fixed charges and 5.0 Å with fluctuating ones. In 

order to obtain a first peak position comparable with Na1, a σ parameter correction of 0.36 

Å was needed (Na3), whereas to make the g(r) closer to the fixed charge result (i.e. to obtain 

a comparable water coordination number and structural disorder) it was necessary to reduce 

σ by 0.89 Å and also to increase the well depth by 2.4 kJ/mol (Na4) (see Figure 3A). From 

the RDFs obtained with the modified potentials, it can be easily seen that shifting the g(r) 

maximum to shorter distances also leaded to a somewhat smaller average coordination 

number as compared to standard GROMOS96 (N(r) = 5.5 at 3.1 Å). On the other hand, the 

structural disorder of the first shell and the separation between the first and second shell are 

halfway between the two previous cases: when the average Na+-O distance was shortened 

also the coordination number was affected but a smaller separation between the first and 

second shell was also observed with respect to the non-polarizable simulation. In Na4, the 

corresponding g(r) has comparable width and height with respect to Na1 and N(r) is 5.8 at 

about 3.1 Å.

In Table 4, the results obtained in this work are compared to those of three recent 

studies74-76. Concerning IOD values, it can be easily observed that fixed charges, i. e. results 

from Na1 (and, by construction, Na3 and Na4) yield shorter ion water distances; using 

polarization without any correction to LJ parameters (simulation Na2) shifts the same value 

to 2.42 Å, within the range of the IOD values issuing from previous studies (see caption of 

Table 4). Note that the results shown in Table 4 have been obtained using different 

computational protocols (including MD or Monte Carlo simulations, different water models 

and several ways of treating long-range interactions) and LJ parameters. A comparable 

improvement is obtained for the hydration number, which is underestimated in Na1: with 

polarization enabled, the ion coordination number is closer to the results obtained in Refs. 

74 and 76. It is worth observing that for Na+ N(r) values between 4.0 and 8.055,56 have been 

obtained with different computational and experimental methods: this shows that for this ion 

it is very difficult to obtain a reliable and accurate evaluation of the coordination number.

3.2.2 Free energy landscapes and residence times—Figure 4 shows the free energy 

landscapes of ion coordination evaluated a posteriori from standard MD sampling as 

−ΔA=kT ln P(s), where s is the ion coordination number, P(s) is the corresponding 

probability distribution, k is the Boltzmann constant and T the temperature. The results 

obtained using metadynamics simulations are shown, for each potential considered (see 

details above), in Figure 5. In the non-polarizable case, two distinct maxima located at s=5.1 

and s=6 and separated by a small but measurable barrier of about 2 kJ/mol do characterize 

the computed free energy profile; by enabling explicit polarization, in all cases a bell-shaped 

free energy curve showing roughly one maximum (located between s=5.5, s=5.7 and s=6.0) 

and possibly some shoulders has been observed. In addition, the non-polarizable simulation 

yielded a narrower distribution (4.0 ≤ s ≤ 7.5) as compared to all trajectories obtained using 

the FQ model. The smearing and widening of the free energy profiles, as due to the 
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inclusion of explicit polarization, are consistent with the previous analysis of the RDFs. 

Note that, even when the average IOD and N(r) are very close in both polarizable and non-

polarizable simulations (e.g., in Na1 and Na4), the latter effects are easily noticeable. With 

metadynamics, in all cases the positions of the stationary points of the ΔA profiles resulted, 

as expected, in very close agreement with those obtained by standard simulations and both 

the relative heights and shapes nicely matched. Free energy profiles issuing from the non-

polarizable models are in good agreement with those previously reported,54 thus showing 

that the present protocol is still valid when FQ and NPBC are considered. Overall, the same 

smearing effects observed from standard MD simulations were retained also in 

metadynamics simulations. For example, by comparing the results obtained with fixed and 

fluctuating charges modifying only σ, three different preferred coordination numbers, i.e. 

s=4, 5 and 6, have been found. However, while the barrier between the first two peaks was 

about 10 kJ/mol for fixed charges, it dropped down to 2.5 kJ/mol when using fluctuating 

charges; similarly, the barrier between s=5 and s=6 dropped from 3 kJ/mol to less than 1 kJ/

mol, and the relative stability of the same two hydration structures was switched. In general, 

when turning on polarization, the probability to access less favored coordination numbers 

was remarkably increased, as demonstrated by the wider ΔA profiles along s.

Figure 6 shows the first-shell autocorrelation functions used to calculate the mean residence 

times (MRT) for all simulations, as obtained by using the Impey method. Based on the g(r), 

a cut-off radius of 3.1 Å was selected to distinguish between solvent molecules belonging to 

the first solvation shell and the others, with the exception of Na2 where a cut-off radius of 

3.3 Å was used. The t* parameter was initially set to 2.0 ps. All curves have shown a mono-

exponential decay and dropped to zero between 80 ps (non-polarizable and polarizable 

simulations with non-modified LJ potential) and 110 ps (polarizable simulations with 

modified LJ potentials). MRTs obtained by fitting with an exponential function provided 

11.1 ps (Na1), 14.5 ps (Na2), 16.6 ps (Na3) and 22.6 ps (Na4). Hence, polarizable MD 

simulations yielded residence times longer than the non-polarizable one. This result may 

appear counter-intuitive, even if the observed differences are rather small. The estimation of 

the mean residence time may be sensitive to the t* parameter, especially for fast exchanging 

ions, as pointed out in a recent paper.77 For this reason, we evaluated the MRTs by changing 

t* from 1 to 8 ps in Na1 and Na4: the results varied between 10.82 and 11.78 ps for Na1 and 

between 22.06 and 25.4 ps for Na4. Thus, even if a small dependence on t* was obtained, 

we concluded that the differences in the exchange rates between fixed and fluctuating charge 

models did not depend on it. On the other hand, since Na+ is a fast water-exchanging ion and 

there is no complete separation between hydration shells, kinetic factors depending on 

water-water interactions may have a significant impact on the exchange rates. To further 

investigate this point, we estimated the self-diffusion coefficient, D, of water from SPC and 

SPC-FQ2 simulations. The diffusion constants have been estimated choosing a subset of 

water molecules initially located within a radius of 5 Å from the center of the sphere and 

then evaluating their mean square displacements; four short simulations have been 

performed for each model and only the initial portion of the MSD was used for the fitting, 

before the initially selected water molecules approached the boundary. The estimated values 

for D were 4.05 × 10−5 cm2 s−1 and 1.37 × 10−5 cm2 s−1 for non-polarizable and polarizable 

water models, respectively. The value for the fixed charge simulation is in acceptable 
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agreement with other results obtained with PBC78 or NPBC41. Therefore, the decreased 

mobility of water in the polarizable model may well account for the larger residence times 

observed above. It is also worth noting that the experimental value for the self-diffusion 

coefficient of water is D~2.3 × 10−5 cm2 s−1,79 significantly smaller than the value obtained 

by standard SPC and closer to the one obtained with the SPC-FQ2 model. Note that to 

correctly estimate water exchange rates solute-solvent interactions should be accurately 

modeled,80-82 and ion self-diffusion coefficients in the non-polarizable and polarizable 

trajectories may also be important; however, in our current protocol, the ions were kept 

frozen at the center of the box and their mobility was not considered. Besides, in addition to 

their heights, the widths of the barriers separating the free energy minima (corresponding to 

stable hydration states) should be also considered: lower but wider barriers may actually 

slightly increase the residence time by smoothing the configuration transition, particularly if 

the barrier peak differences are not very large, as in this case.

3.3 Ca2+ in water

An analogous comparison between fixed and fluctuating charges has been carried out for 

Ca2+. As for Na+, we adopted the GROMOS96 and the SPC water model. Concerning the 

polarizable model, test simulations have been performed to optimize the σ(Ca2+-O) 

parameter in order to obtain a position of the g(r) first peak comparable to the results 

obtained with fixed charges. The final parameters are shown in Table 3 and the resulting 

Lennard-Jones potential energy is depicted in Figure 7, along with the original one.

Both standard MD and metadynamics simulations have been carried out in order to get a 

more complete description of the free energy profile of Ca2+ coordination in water; the 

continuous coordination number, s, was defined by setting r0 = 3.40 Å, according to a 

previous work by Brancato and Barone.54 The g(r) and N(r) obtained for Ca2+ in water with 

and without explicit polarization are shown in Figure 8 (panel A). Approximately, the same 

pattern obtained for Na+ has been observed here: IOD (2.43 Å) is the same in both cases by 

construction, while polarizable charges caused the height of the g(r) first peak to be reduced, 

leading to a lower number of water molecules in the first hydration shell. Beyond the first 

peak, the RDFs are basically superimposable (and again the RDFs did not fall to zero 

completely). The average hydration number drops from 8 (fixed charges) to 7.5 (polarizable 

charges) at about 3.4 Å, with the slope of the integral curves being very similar (at variance 

with Na+). The two g(r) became indistinguishable at distances longer than 4.5 Å.

Table 5 compares the results obtained in this work to those reported in recent computational 

studies of Ca2+ in aqueous solution.83,84 As explained above, the σ parameter was modified 

in order to yield, by construction, the same value of IOD obtained in the fixed charge 

simulation. The results obtained are in good agreement with the data shown in Ref. 84 Note 

that the results presented by Todorova et. al were obtained by CPMD trajectories about 7 to 

20 ps long and starting with a 6 coordinated Ca2+ ion and; thus sampling of N(r)>6 may be 

affected by poor statistics. In Ref. 84 the authors showed that, for divalent metal cations, 

there is no single LJ parameter set able to reproduce at the same time hydration free 

energies, ion water (first shell) distances and coordination numbers obtained from 

experimental data and, instead, developed LJ parameters specifically targeting one these 
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properties. In addition to the differences due to variations in the computational protocol 

(none of the results in Refs. 83 or 84 was obtained with SPC water or using NPBC), it must 

also be observed that the survey of recent experimental and computational data included in 

Ref. 83 shows IOD variations between 2.39 and 2.46 Å and N(r) values between 5.5 and 10.

The ΔA profiles obtained comparing normal sampling and metadynamics are reported in 

Figure 9 (panels A and B). In both cases, three peaks have been observed, located at s=7, 8 

and 9 (the latter is more properly just a shoulder) but the use of fluctuating charges lowered 

the relative free energy changes between s=7 and s=8 from 10 to 2 kJ/mol and between s=8 

and 9 from 13 to 7 kJ/mol. Also, it is worth noting that the preferred coordination number 

shifted to lower values when using polarization (the same was observed with Na+, but the 

effect is significantly larger here). In addition, the use of fluctuating charges has made 

accessible to the system also coordination numbers unreachable with fixed charges, as 

shown by the presence of a fourth peak at s=6, separated by the most probable value of s=7 

by about 6 kJ/mol. Overall, polarization has reduced the barrier heights between different 

hydration structures, has made new ones accessible, and has somewhat lowered the average 

coordination number. This is again fully consistent with the results reported in Figure 7 and 

qualitatively similar to Na+, although in this case the same overall effects can be observed 

more clearly. Finally, the left panel of Figure 9 shows the comparison for the first-shell self-

correlation functions obtained with or without polarization, using a cut-off of 3.35 Å and 

t*=2.0 ps; the calculated τ were 50.3 ps (non-polarizable model) and 70.8 ps (polarizable 

model). In this case, values of t* between 1.0 and 8.0 ps yielded residence times between 

48.10 and 54.30 ps and between 72.80 and 78.30 ps for the fixed and fluctuating charge 

simulations, respectively. Again, even if residence times are longer as compared to Na+, the 

differences in exchange rates can be mostly ascribed to the diffusion of water according to 

the two considered models, i.e. SPC and SPC-FQ2.

3.4 La3+ in water

The last system considered in this work is a trivalent ion, namely La3+ in aqueous solution. 

In this case, the LJ parameters have been optimized to obtain a favorable comparison with 

recent experimental results on IOD.27 The TIP3P (coupled with OPLS85 parameters) and 

TIP3P-FQ2 water models have been adopted in this case. In Table 3, we report the LJ 

parameters used in this work and in Figure 7 the corresponding modified potential energy. 

Results issuing from the MD simulations are reported in Figure 8 (panel B) and Figure 9 

(panels C and D). The computed g(r) had a comparable first peak widths in the two 

simulations considered, i.e. 0.24 and 0.20 Å for the non-polarizable and polarizable 

trajectories, respectively. As noted above, explicit polarization reduced the height of the g(r) 

and thus the first shell coordination number, as calculated from the integral of g(r), is about 

10 with fixed charges and 9.5 with fluctuating ones; however, in this case, this phenomenon 

might also be partially due to shorter average ion-oxygen distance. In both cases, the first 

and second coordination shell were very well separated with equally wide (0.5 Å) depletion 

zones, where g(r)=0.0 (at variance with Na+ and Ca2+); for the fluctuating charge trajectory 

the depletion zone and second maximum of the g(r) were shifted by 0.12 Å to shorter 

distances, like the first peak. In this case the use of polarization caused the g(r) second peak 

to be higher as compared to the non-polarizable model and, similarly, the second minimum 
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was deeper and the radial distribution function more structured up to a distance of 8.0 Å; this 

result seems different with respect to the other two cations, where no difference between 

fixed and fluctuating charges was observed at longer distances.

A comparison of the results obtained in this work with those presented by Duvail et al.26 and 

later refined by D’Angelo et al.27 is shown in Table 6. In this case, the IOD obtained without 

polarization is longer than values reported in literature (in Ref. 27, results are in agreement 

with EXAFS data) and N(r) shows an additional water molecule in the La3+ first solvation 

shell. By modifying the σ parameter in the FQ simulation, we obtain a IOD and N(r) more 

comparable with the values reported in Refs 26 and 27. Concerning the free energy of ion-

coordination, both polarizable and non-polarizable metadynamics simulations have shown 

three distinct peaks located at about s=9, 10 and 11. In both cases, the most stable peak 

corresponded to the ten-fold coordination but ΔA between the first two peaks, i.e. s=9 and 

10, dropped from about 20 kJ/mol to 3 kJ/mol when turning on explicit polarization. On the 

other hand, the ten-fold and eleven-fold configurations were separated in the two cases by a 

more comparable barrier, about 10 kJ/mol. It can be easily observed that, while the general 

behavior is qualitatively similar to the results already discussed in terms of decrease of free 

energy barriers between different maxima, in this case the effect is much stronger and there 

are also other remarkable differences. The first-shell exchange relaxation times are reported 

in Figure 10, panels B and C: the exchange rates were about τ=4200 ps with fixed charges 

and 300 ps with fluctuating ones. Such a large discrepancy is consistent with the quite 

different ΔA barriers observed above, which may overcome other kinetic effects as 

previously discussed: the estimated D for TIP3P and TIP3P-FQ2 water models yielded 

values of 4.05×10−5 cm2 s−1 and 1.58×10−5 cm2 s−1, respectively.

3.5 Comparison of ion-water interaction energies

Having discussed at length the perturbations caused by polarization on the structure and 

dynamics of ions, here we analyze such differences in terms of ion-water interaction 

energies. We compared the average Coulomb and Lennard-Jones interaction energies 

between the ion and the water molecules as obtained from the FQ simulations and the 

energies that would have been obtained using a fixed charge model from the same 

trajectories. The average energies and energy differences were calculated including an 

increasing number of water molecules, roughly corresponding to the first, second and third 

hydration shells, by using a cut-off distance Rc (based on the g(r), see Figures 3B, 8A and 

8B), and including also a bulk term. To further simplify the comparison, a constant step of 3 

Å has been adopted to increase RC. In the analysis of Na+ , we report only the Na3 
simulation (in which only the value of σNa was changed). Note however that the same 

calculations performed on simulations Na2 and Na4 yielded comparable convergence 

trends. We also included a bulk water polarization term provided by the continuum Born 

model, as done by Brancato et al.42:

(5)
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where ϵr is the water relative permittivity (a value of 78.0 was used), q is the ion charge and 

RC the cut-off used to include water molecules; note that such a term depends only on the 

ion charge and on RC and thus is constant along the trajectory and, since the ion charge is 

fixed, it does not change when using polarization. Table 7 shows the energy differences 

between fixed and fluctuating charge models (ΔEElec. and ΔELJ) and also the absolute 

electrostatic contributions (only for the FQ simulations) including the contribution obtained 

with Eq. 5 (EElec and EElec.+cont.). First, we observed the convergence of the energy 

differences for the electrostatic and LJ terms as the cut-off radius increases, where the 

largest contribution is already provided by the first hydration shell. Like in pure water 

simulations, the trend of the ΔELJ term is opposed to that of the electrostatic one since, by 

construction, it was tuned to compensate for the differences induced by switching from fixed 

to fluctuating charges, which are most relevant at short distances. The relative weight of the 

first shell contribution (and the energy convergence as a function of the RC value) may also 

be estimated from the absolute value of the EElec+cont term, which contains the contribution 

of the polarizable continuum term given by Eq. 5. It is also worth observing that water-water 

energy differences (Table 2) are small as compared to their ion-water counterparts. 

Moreover, it can be noted that, in analogy with the properties analyzed previously, the 

differences between fixed and fluctuating charges have a nonlinear trend as a function of the 

ionic charge.

4 CONCLUSIONS AND PERSPECTIVES

Summarizing, in the present work we carefully analyzed the effects of solvent polarization 

on the hydration of three aqueous ions of increasing charge. Polarization was described 

through an effective on-the-fly propagation of Fluctuating Charges coupled with Non 

Periodic Boundary Conditions. We would like to point out that the free energy landscapes of 

ion coordination, as accurately evaluated by an effective computational approach developed 

in our group, may effectively provide fingerprints of ion microsolvation, thus enriching 

considerably the information gathered from other basic structural properties, such as the 

radial distribution functions. In this work, we analyzed the free energy landscapes to unravel 

in full detail the effects of solvent polarization on ion coordination. Upon enabling atomic 

polarization, we have observed that the main effect on the free energy profile is a smearing 

of the energy barriers separating different hydration structures, while making accessible new 

ones with respect to non-polarizable models. Such a smearing effect, as caused by the use of 

FQs, does depend on the ionic charge and appears to have a non-linear trend: when 

comparing the differences between fixed and fluctuating charges, the observed effect was 

greatly enhanced when switching from Ca2+ to La3+ as compared to Na+ vs. Ca2+. Note that 

aqueous ions as case studies, present two very important advantages: (1) the absence of 

other intramolecular dynamical effects to be taken into account (e.g. solute reorientation 

dynamics) and (2) the absence of any charge transfer between the ion and the solvent (in the 

current frame of constant molecular charge), so to better focus only on the effects of solvent 

polarization. Concerning the parametrization work, it is important to observe that 

comparisons between trajectories obtained with or without explicit polarization are often 

carried out with specific interaction potentials for either case, with a lack of a complete 

assessment of the distinct contribution issuing from polarization with respect to other terms. 
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In the specific case of water models, these studies usually directly strive to improve the 

description of water as compared to standard fixed charge models. The objective of this 

work was not to find optimal interaction parameters for aqueous ions using the FQ model 

but rather trying to understand and separate which effects can be solely ascribed to solvent 

polarization, while keeping other conditions as similar as possible. We also reported the 

ongoing progress of our MD code, which is developed in the framework of the Gaussian 

suite of programs, and sketched a roadmap that contains ongoing and planned development 

work. By going beyond the usual “sampling” → “snapshots collection” → “property 

calculation” procedure, the integrated multiscale protocol that we propose aims at being both 

physically sound and computationally effective, allowing also to compute either on-the-fly 

or a posteriori a vast amount of properties, including spectroscopic observables, at the same 

level of computational accuracy. Some steps in the present development will likely include 

the use of general virtual sites to allow for the description of out-of-plane polarization in 

planar molecules and a more general definition of internal coordinates.
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Figure 1. 
Results obtained for TIP3P-FQ2 using an integration step (δt) of 0.2 fs and flexible bonds 

(continuous black line), δt=0.2 fs and rigid bonds (red dashed line), δt=1.0 fs (dot-dashed 

blue line) and rigid bonds compared to fixed charge TIP3P with δt=1.0 fs and a rigid 

geometry (green dotted line). The inset shows goo(r) obtained using the SPC-FQ2 water 

model.
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Figure 2. 
Dipole moment distributions for the TIP3P-FQ2 and SPC-FQ2 water models (inset). For the 

TIP3P-FQ2 model the distributions were obtained using an integration step of 0.2 fs and 

flexible bonds (continuous black line), 0.2 fs and rigid bonds (red dashed line), 1.0 fs (dot-

dashed blue line). The dipole moment value for a fixed charge TIP3P water molecule with 

fixed charges is 2.35 D (purple vertical line). For the SPC-FQ2, see inset on the right, model 

the distribution (orange dashed line) was obtained using a fixed geometry and a time step of 

1.0 fs; the dipole moment value for a fixed charge SPC water molecule is 2.27 D (green 

vertical line).
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Figure 3. 
Panel A: Comparison of standard and modified Lennard-Jones potential energies used in Na

+ simulations. The plot shows the results obtained using fixed charges with GROMOS96 

parameters (black, Na1), fluctuating charges with GROMOS96 parameters (red, Na2), 

fluctuating charges modifying only σ (blue, Na3) and fluctuating charges modifying both σ 

and ε (green, Na4). Panel B: comparison of ion-oxygen radial distribution functions (solid 

lines) and relative integrals (dashed lines) from the Na+ simulations, using the same color 

convention as above.

Mancini et al. Page 23

J Chem Theory Comput. Author manuscript; available in PMC 2015 November 03.

 E
urope PM

C
 Funders A

uthor M
anuscripts

 E
urope PM

C
 Funders A

uthor M
anuscripts



Figure 4. 
Free energy landscapes of ion coordination issuing from MD simulations of Na+ in aqueous 

solution with normal sampling. The plot shows the results obtained using fixed charges with 

GROMOS96 parameters (black, Na1), fluctuating charges with GROMOS96 parameters 

(red, Na2), fluctuating charges modifying only σ (blue, Na3) and fluctuating charges 

modifying both σ and ε (green, Na4). Panel B: comparison of standard and modified 

Lennard-Jones potential energies used in Na+ simulations, using the same color convention 

as above.
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Figure 5. 
Comparison of free energy profiles of ion coordination obtained using either normal MD 

sampling (black histograms) or metadynamics simulations (red lines) for Na+ in water. Top 

row (panels A and B): trajectories obtained with fixed charges (left, corresponding to Na1) 

and with polarization without any modifications to parameters (right, corresponding to Na2). 

Bottom row (panels C and D): trajectories obtained modifying either only the σ parameter 

(left, corresponding to Na3) or both σ and ε (right, corresponding to Na4).
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Figure 6. 
First shell residence time of water molecules obtained from the Na+ simulations. The plot 

shows the results obtained using fixed charges with GROMOS96 parameters (black, Na1), 

fluctuating charges with GROMOS96 parameters (dashed red, Na2), fluctuating charges 

modifying only σ (dot-dashed blue, Na3) and fluctuating charges modifying both σ and ε 

(dotted green, Na4).
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Figure 7. 
Comparison of standard and modified Lennard-Jones potential energies used in Ca2+ and 

La3+ simulations. The full black line represents the standard potential energy taken from 

GROMOS96 for Ca2+; the red dashed line shows the modified potential used in Ca2+ 

simulations with FQ; the blue dot-dashed line shows the OPLS potential energy for La3+ 

with fixed charges; the green dotted line shows the shifted potential used in La3+ simulations 

with FQ.
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Figure 8. 
Comparison of ion-oxygen radial distribution functions (full lines) and relative integrals 

(dashed lines) obtained using either fixed charges (black) or fluctuating ones (red). Panel A: 

Ca2+-O g(r) and N(r); Panel B: La3+-O g(r) and N(r).
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Figure 9. 
Comparison of free energy profiles for the continuous coordination number, s, obtained 

from standard MD simulations (black histograms) and from metadynamics simulations (red 

lines) from the Ca2+ (top row, panels A and B) and La3+ (bottom row, panels C and D) 

simulations. Graphs on the left side (panels A and C) show results obtained using fixed 

charges, while those on the right side (panels B and D) contain results yielded by trajectories 

with fluctuating charges.
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Figure 10. 
First shell residence times of water molecules from Ca2+ (panel A) and La3+ (panels B and 

C) trajectories. The results from simulations with fixed charges are shown using continuous 

black lines while those obtained using polarization are shown with dashed red lines. Because 

of their different time scale, the results yielded by La3+ simulations are shown in different 

panels.
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Table 1

Lennard-Jones and FQ parameters for the SPC-FQ2 and TIP3P-FQ2 water models.

TIP3P-FQ2 SPC-FQ2

rOH (Å) 0.9572 1.0000

aHOH (°) 104.52 109.47

σO (Å) 2.9500 3.3500

εO (kJ/mol) 0.7950 0.7113

χOH [kcal/(mol e)] 99.70 107.15

ηO [kcal/(mol e2)] 371.60 367.00

ηH [kcal/(mol e2)] 353.00 392.20

Lennard-Jones and fluctuating charge parameters for the TIP3P-FQ2 and SPC-FQ2 water models as used in this work. The χOH, σO and εO 
parameters were tuned in order to reproduce the average atomic charge and molecular dipole moment of the standard fixed charge TIP3P and SPC 
water models. The last row show the deviation between the average dipole moment with respect to the value of the corresponding fixed charge 
model. At variance with other results in the paper, χOH, ηO and ηH parameters are measured using kcal to simplify comparison with existing 

literature.
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Table 2

Lennard-Jones and FQ parameters for the SPC-FQ2 and TIP3P-FQ2 water models.

SPC-FQ2 TIP3P-FQ2

ΔE Elec. (kJ/mol) ΔE LJ. (kJ/mol) ΔE Elec. (kJ/mol) ΔE LJ. (kJ/mol)

RC = 4.0 Å 1.85 20.92 3.49 3.69

RC = 7.0 Å 1.98 19.90 3.79 3.35

RC = 10.0 Å 1.98 19.70 3.92 3.29

RC = 13.0 Å 2.03 19.65 3.97 3.27

Average differences between the actual potential energies (electrostatic and Lennard Jones) calculated along the FQ trajectories (δt=1.0 fs) and 
those that would have been obtained with a fixed charge model on the same coordinates (see Table 1), obtained using increasing cut-off radii (RC)
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Table 3

Lennard-Jones parameters (ion-oxygen) for FQ simulations of ions in water.

LJ Na1 Na2 Na3 Na4 Ca2+ fix. Ca2+ FQ La3+ fix. La3+ FQ

σ (Å) 2.8900 2.8900 2.5000 1.7500 3.1600 2.8000 3.7500 3.1500

ε (kJ/mol) 0.0628 0.0628 0.0628 10.460 0.5060 0.5060 0.2150 0.3350

Lennard-Jones parameters used with fixed and fluctuating charge simulations for the three ion-water systems studied. Note that the force field 

definitions and combination rules are different between GROMOS (used for Na+ and Ca2+ in combination with SPC or SPC-FQ2) and OPLS 

(used for La3+ in combination with TIP3P or TIP3P-FQ2). The four simulation performed for Na+ have labeled Na1 (fixed charges), Na2 (FQ), 

Na3 (FQ), Na4 (FQ). For Ca2+ and La3+ trajectories with fixed and fluctuating charges have been indicated with either “fix.” or FQ.
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Table 4

Ion-oxygen distances and coordination numbers of Na+ in water

Na1 Na2 Na3 Na4 Ref. 71 Ref 72 Ref 73

IOD (Å) 2.25 2.42 2.25 2.25 2.50 2.35 – 2.38 2.38

N(r) 5.6 5.90 5.60 5.90 6.20 NA 6.00

The table shows the position of the first peak of the g(r) (IOD) and the corresponding coordination number at that distance (N(r)) obtained from 
simulations Na1, Na2, Na3 and Na4. A qualitative comparison is made with data presented in references 74 (Jensen and Jorgensen), 75 (Joung et 
al.) and 76 (Gladich et al.).
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Table 5

Ion-oxygen distances and coordination numbers of Ca2+ in water

This work (non pol.) This work (pol.) Ref. 83 Ref 84 (IOD set)

IOD (Å) 2.43 2.43 2.39 2.45 – 2.47

N(r) 8.0 7.5 6.0 7.9 – 8.0

IOD and N(r) issuing from Ca2+ simulations using either fixed or fluctuating charges. Data from Refs. 83 (Todorova et. al) and 84 (Li et al.) are 
included for comparison.
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Table 6

Ion-oxygen distances and coordination numbers of La3+ in water

This work (non pol.) This work (pol.) Ref. 26 Ref. 27

IOD (Å) 2.65 2.54 2.50 – 2.58 2.60

N(r) 10.0 9.60 9.02 9.10

IOD and N(r) issuing from La3+ simulations using either fixed or fluctuating charges. Data from Refs. 26 and 27 are included for comparison.
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Table 7

Lennard Jones and FQ parameters for the SPC-FQ2 and TIP3P-FQ2 water models.

Ion Rc (Å) ΔE Elec. (kJ/mol) ΔELJ. (kJ/mol) EElec. (kJ/mol) EElec+cont. (kJ/mol)

Na+ 3.0 −23,49 66,56 −369,60 −655,34

Na+ 6.0 −33,06 65,75 −517,67 −693,51

Na+ 9.0 −37,23 65,58 −584,27 −711,26

Na+ 12.0 −39,33 65,53 −618,47 −717,86

Ca2+ 3.5 −68,18 88,25 −1173,05 −2208,17

Ca2+ 6.5 −101,78 86,81 −1711,35 −2372,33

Ca2+ 9.5 −117,33 86,52 −1957,43 −2442,93

Ca2+ 12.5 −125,12 86,45 −2083,35 −2467,00

La3+ 3.5 −81,59 408,05 −2345,02 −4674,05

La3+ 6.5 −127.28 404.14 −3498.78 −4985.99

La3+ 9.5 −150.45 403.23 −4220.78 −5162.71

La3+ 12.5 −160.98 403.01 −4329.65 −5192.86

Potential energies (electrostatic and Lennard Jones) calculated along the FQ trajectories and those that would have been obtained with a fixed 
charge topology on the same coordinates., obtained using increasing cut-off radii (RC), for the three ions, based on radial distribution functions. 

For Na+, the Na3 simulation has been used. ΔE Elec. and ΔE LJ. are the difference obtained applying either the fixed or fluctuating charge 

topology to the FQ trajectories, while EElec is the absolute values obtained using FQ parameters for the electrostatic term and EElec.+cont. 
includes the contribution from the continuum estimated as per Eq.5.
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