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Torsional eye movements are rotations of the eye
around the line of sight. Measuring torsion is essential to
understanding how the brain controls eye position and
how it creates a veridical perception of object
orientation in three dimensions. Torsion is also
important for diagnosis of many vestibular, neurological,
and ophthalmological disorders. Currently, there are
multiple devices and methods that produce reliable
measurements of horizontal and vertical eye
movements. Measuring torsion, however, noninvasively
and reliably has been a longstanding challenge, with
previous methods lacking real-time capabilities or
suffering from intrusive artifacts. We propose a novel
method for measuring eye movements in three
dimensions using modern computer vision software
(OpenCV) and concepts of iris recognition. To measure
torsion, we use template matching of the entire iris and
automatically account for occlusion of the iris and pupil

by the eyelids. The current setup operates binocularly at
100 Hz with noise ,0.18 and is accurate within 208 of
gaze to the left, to the right, and up and 108 of gaze
down. This new method can be widely applicable and fill
a gap in many scientific and clinical disciplines.

Introduction

The recording of eye movements is a strategic tool in
many fields of contemporary neuroscience for both
human and animal studies. Any complete description
and understanding of ocular motor control requires
information about how the brain specifies the orienta-
tion of the globe around its line of sight. Clinically, eye
movements are used as biomarkers for diagnosis and to
monitor the course of disease or the effects of
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treatments in many common disorders, including
degenerative neurological diseases, vestibular disorders,
and strabismus (Leigh & Zee, 2015). In addition to
studying control of eye movements per se, scientific
inquiries by computational, cognitive, and motor
control neuroscientists often measure eye movements
as a critical part of their experimental paradigms. Eye
movements are commonly used to probe the mecha-
nisms underlying decision making, learning, reward,
attention, memory, and perception along with other
methods such as noninvasive imaging of neural activity,
transcranial magnetic stimulation, and electrophysio-
logical recording of neural activity. To interpret these
studies it is essential to know how the external
environment is being presented to the brain. To this
end, a complete description of where we are looking
and, in turn, what we are seeing requires accurate
measures of the position and movements of the globes
(actually the retinas) of both eyes around the three
rotational axes: horizontal, vertical, and the line of
sight (torsional).

Torsional eye movements are particularly important
for (a) developing the perception of the orientation of
our heads relative to the external environment (Wade &
Curthoys, 1997); (b) detecting the orientation of objects
in depth (Howard, 1993), which is essential to
maintaining a veridical sense of the visual world in
three dimensions; (c) analyzing the response of the
vestibular system to rotations or tilts of the head
(Schmid-Priscoveanu, Straumann, & Kori, 2000); (d)
planning corrective surgery in patients who have
strabismus (Guyton, 1983, 1995; Kekunnaya, Men-
donca, & Sachdeva, 2015); and (e) understanding how
the orientation of the globe during fixation is dictated
by the fundamental laws of torsion put forth by Listing
and Donders (Wong, 2004).

Both invasive contact techniques (e.g., scleral search
coils: Collewijn, Van der Steen, Ferman, & Jansen,
1985; Robinson, 1963; contact lenses: Ratliff & Riggs,
1950) and noninvasive, noncontact techniques (e.g.,
corneal infrared reflection: Cornsweet & Crane, 1973;
pupil video tracking: Clarke, Teiwes, & Scherer, 1991;
Haslwanter & Moore, 1995; Hatamian & Anderson,
1983) are available to reliably track the globe as it
traverses the horizontal and vertical extents of the
orbit. But this is not the case for tracking the torsional
orientation of the eye. Slippage of contact lenses or
search coils is a particular problem for measuring
torsion with contact techniques in human subjects
(Barlow, 1963; Bergamin, Ramat, Straumann, & Zee,
2004; Straumann, Zee, Solomon, & Kramer, 1996). On
the other hand, noninvasive techniques that capture
images of the eyes are subject to artifacts related to the
lids or the geometry of the globe (Haslwanter & Moore,
1995) and are computationally costly.

Many noncontact techniques for measuring torsion
have been developed (Table 1), but none has become an
accepted, widely used, noninvasive standard. The
reasons include a lack of real-time measurements, lack
of an objectively defined zero position, low precision
and accuracy, artifacts when the eye is in an eccentric
position of gaze, occlusion of the pupil by the eyelids,
and unwieldy complex algorithms, some of which
require manual intervention. The long list of attempts
to develop new methods for measuring torsion reflects
not only interest and need but also the associated
challenges.

Here we propose a new method for measuring eye
movements in three dimensions that takes advantage of
new open-source software available for image process-
ing (OpenCV; Bradski, 2000) and advances in the field
of iris recognition to improve measurement of torsional
eye movements. Those interested in iris recognition
have had to solve problems similar to those of
recording torsional eye movements (Daugman, 2004;
Masek, 2003; Yooyoung, Micheals, Filliben, & Phillips,
2013). Here we describe a method that combines ideas
from these two fields and promises to bring measures of
torsion to the same standards, reliability, and relative
ease that we now have for vertical and horizontal eye
movements. This step forward will give us a complete
and reliable description of where the eyes are pointing
and, most important, what the brain is seeing.

In order to evaluate the precision and accuracy of
our method and to demonstrate its potential in
studying multiple neurobiological questions, we used
simulations, torsion recordings under different para-
digms, and comparisons with the current gold standard
for measuring eye movements: the search coil. Even
though we have performed all the recordings using a
commercial head-mounted video goggle system (Real-
Eyes xDVR, Micromedical Technologies Inc., Chat-
ham, IL), our method can work with any other video
system that can provide images of the iris with enough
resolution (about 150 pixels in diameter). Quality of the
recordings may vary from system to system depending
on parameters such as frame rate, orientation of the
camera relative to the eye, illumination sources, and
reflections.

Method

We used the RealEyes xDVR system manufactured
by Micromedical Technologies Inc. This system uses
two cameras (Firefly MV, PointGrey Research Inc.,
Richmond, BC, Canada) mounted on goggles to
capture infrared images of each eye. We set up the
system to capture images at a rate of 100 frames per
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Reference Method

Real-time

frequency

Geometric

correction

Addresses

pupil occlusion

Hatamian & Anderson (1983) Cross-correlation of iris signature — No No

Collewijn, Van der Steen, Ferman, & Jansen

(1985) Scleral search coil Analog N/A N/A

Vieville & Masse (1987) Cross-correlation of iris signature 60 Hz No No

Ott, Gehle, & Eckmiller (1990) Contact lens with two markers — No No

Moore, Curthoys, & McCoy (1991) Cross-correlation of iris signature — No No

Clarke, Ditterich, Drüen, Schönfeld, & Steineke

(2002); Clarke, Teiwes, & Scherer (1991);

Scherer, Teiwes, & Clarke (1991) Cross-correlation of iris signature — No Yes

Kingma et al. (1995) Cross-correlation of iris signature 25 Hz Yes No

Guillemant, Ulmer, & Freyss (1995) Dynamic neural network 25 Hz No Yes

Groen, Bos, Nacken, & de Graaf (1996) Pattern recognition — No Yes

Ivins, Porrill, & Frisby (1998) Cross-correlation of iris signature — Yes Yes

Maxwell & Schor (1999) Cross-correlation of iris signature 7.5 Hz No Yes

Clarkeet al. (2002) Markers on the sclera — No Yes

Wood (2002) Cross-correlation of iris signature — No Yes

Schneider, Glasauer, Dieterich, Kalla,

& Brandt (2004) Markers on the sclera — No No

Zhu, Moore, & Raphan (2004) Template matching 120 Hz Yes Yes

MacDougall & Moore (2005) Cross-correlation of iris signature 30 Hz Yes Yes

Dera, Boning, Bardins, & Schneider (2006) Markers on the sclera 100 Hz Yes Yes

Kim, Nam, Lee, & Kim (2006) Cross-correlation of iris signature 30 Hz No Yes

Lee, Choi, & Park (2007) Lucas–Kanade motion flow — Yes Yes

Sarès, Granjon, Benraiss, & Boulinguez (2007) Cross-correlation of iris signature — No Yes

Jansen, Kingma, Peeters, & Westra (2010) Template matching of iris region — No No

Ong & Haslwanter (2010) Maximally stable volumes — Yes Yes

Wibirama, Tungjitkusolmun, & Pintavirooj

(2013) Template matching 25 Hz Yes No

Paliulis & Daunys (2015) Template matching of iris sectors — Yes Yes

Subjective methods

von Helmholtz (1867) Afterimages

Brecher (1934) Manual alignment of iris pictures and reference

Howard & Evans (1963) Manual alignment of pictures of two episcleral blood vessels

Locke (1968) Blind spot

Kanzaki & Ouchi (1978); Curthoys, Dai,

& Halmagyi (1991) Fundus image

Guyton (1983) Fundus image, Lancaster red–green plot

Bos & de Graaf (1994) Iris pattern

Schworm, Boergen, & Eithoff (1995) Fundus image

Ehrt & Boergen (2001) Fundus image

Ramat et al. (2011) Blind spot

Versimo & Newman-Toker (2010) Blind spot

Arshad et al. (2012) Afterimages

Table 1. Previous methods for recording torsional eye movements. The first column includes references that describe each method.
The second column lists the main algorithm used to calculate torsion. The last three columns specify whether the method can operate
in real time and at what frame rate, whether it accounts for the geometry of the eyeball, and whether it attempts to address
occlusion of the pupil by the eyelids. The lower part of the table includes methods that rely on subjective evaluation of iris images,
fundus images, or afterimages. These methods typically measure only static torsion at a few time points and do not provide
continuous recordings of dynamic changes in torsion. Notes: —: information not available; NA: not applicable.
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second with a resolution of 400 by 300 pixels. All traces
in figures show raw, unfiltered data.

The software was written in the C# language using
Microsoft Visual Studio 2013 and ran on a laptop with
an Intel i7-350M central processing unit. We used the
open-source libraries emguCV and openCV and the
libraries provided by PointGrey (FlyCapture) to
control the cameras and to capture and process the
images. The software runs seven concurrent threads:
one for user interface and main control, one for image
capture, three for image processing, one for video
recording, and one for data recording.

Eye movements were recorded simultaneously using
scleral search coil and video oculography (VOG)
techniques. Subjects wore a modified version of a
scleral search coil (Bergamin et al., 2004) in one eye
only while also wearing the video goggles (Micro-
medical Technologies). The head was immobilized with
a bite bar fashioned from dental impression material.

Coil movements were recorded around all three axes
of rotation (horizontal, vertical, and torsional) using
the magnetic field search coil method with dual-coil
annulus. The annulus was placed on one eye after
administration of a topical anesthetic (Alcaine, which is
proparacaine hydrochloride 0.5%). The output signals
were filtered with a bandwidth of 0 to 90 Hz and
sampled at 1000 Hz with 12-bit resolution. System
noise was limited to 0.18. Data were stored on a disc for
later offline analysis using Matlab (Mathworks Inc.,
Natick, MA). Further details of the calibration and
recording procedures can be found in Bergamin et al.
(2004). All procedures were performed according to
protocols approved by the Johns Hopkins institutional
review board committees.

Results

Figure 1 shows the general structure of our
method. We measure horizontal and vertical eye
movements by tracking the center of the pupil and
torsional eye movements by quantifying the rotation
of the iris pattern around the center of the pupil.
First, we get a rough estimate of the location of the
pupil using an image with reduced resolution. This
approximation defines the region of interest where
the subsequent processing steps occur. Next, we
detect the eyelids and use them to identify the parts
of the pupil contour and the iris not covered by the
eyelids or eyelashes. Then, we fit an ellipse to the
visible pupil contour to get a precise measurement of
the horizontal and vertical position of the pupil
center. Next, we select the iris pattern, apply a polar
transformation (including geometric correction for
eccentric eye positions), optimize the image to

enhance the iris features, and mask the parts covered
by the eyelids. To determine the torsion angle we use
the template matching method implemented in
OpenCV to compare the current iris pattern with a
reference image. Thus, all measurements of torsion
are relative to the orientation of the eye when the
reference image is obtained. The method produces
real-time recordings at 100 Hz of the horizontal,
vertical, and torsional positions of both eyes. Before
executing the automatic algorithm, the operator must
specify a few parameters: the two thresholds that are
used to identify the darkest (pupil) and brightest
(corneal reflections) pixels in the image, and the iris
radius. All parameters can be selected easily using an
interactive user interface by observing them directly
overlaid on the images of the eye.

To demonstrate the precision of this method we
show in Figure 2 an example of a recording during
attempted fixation of a small laser target. Small
saccades of less than 18 (microsaccades) are seen in the
horizontal trace. The noise level in the torsion
measurement is less than 0.18, and the small torsional
component of the microsaccades can be appreciated
(arrows).

Figure 1. General structure of the method.
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Eyelid tracking

The eyelids or eyelashes may naturally cover parts of
the iris or the pupil. These occlusions add biases and
noise to recordings of eye position including torsion.
To address occlusion of the iris, previous methods
(Clarke et al., 1991; Zhu, Moore, & Raphan, 2004)
have relied on the operator selecting a portion of the
iris for analysis that they assume to be continuously
unobstructed. However, any fluctuations in the posi-
tion of the eyelid during the recording, which are not
uncommon, can cover some of the previously selected
area and contaminate the measurement of torsion. To
address occlusion of the pupil by the eyelids, some
methods fit an ellipse to the visible parts of the pupil.
Others have applied pilocarpine nitrate to constrict the
pupils (Mezey, Curthoys, Burgess, Goonetilleke, &
MacDougall, 2004). In our method we automatically
track the position of the eyelids and ignore the parts of
the pupil contour or the iris that are covered.

Our method is based on the Hough transform to
detect portions of the eyelid edges that approximate a
small straight line. First, we filter the image and
enhance the lines present in the image using an edge
detection filter. Following a similar method developed
for iris recognition (Yooyoung et al., 2013), we define
four regions of interest around the pupil (Figure 3A)

and detect one line in each region that corresponds with
a segment of the eyelid edge. Next, to approximate the
curvature of the eyelid, we fit two parabolas (one for
the lower lid and one for the upper lid) to the segments
of the eyelid edges (Figure 3B). We consider the area
between the two parabolas to be the visible part of the
eye and mask or ignore anything falling outside of it.

Figure 3. Eyelid detection. (A) Sample image with the four

image sectors containing the eyelid segments. The images

within the sector have been filtered with an edge detector. The

pixels that are more likely to be part of an edge are labeled as

white, and the rest are labeled as black. (B) Result of fitting a

parabola (shown in orange) to the eyelid segments. Only pixels

within the two parabolas will be considered for tracking the

pupil and the iris. (C) Representation of the pupil detection and

contour analysis. Pixels in white are pixels above the set

threshold. Pixels in yellow are the pixels masked by the eyelids

or the reflection of the light-emitting diode on the cornea.

Orange dots indicate the smoothed contour of the pupil to fit

the ellipse, and green dots correspond with the parts of the

contour eliminated due to eyelid or reflection interference. The

red cross indicates the centroid of the contour. Finally, the red

line shows the fitted ellipse. (D) Sequence of frames during a

blink. (E) Example recording of eyelid movements represented

by percentage eyelid opening. Eyelid opening is measured as

the average distance between the top eyelid segments and the

bottom eyelid segments. Orange dots mark the points

corresponding with the image frames in panel D. (F) Raw

torsion measurement corresponding with panel E. Large spikes

correspond with the periods of time the eye is closed, making

tracking impossible. Note how quickly stable torsion tracking

resumes as the eye opens, even before the eyelids completely

open again. (G) Root-mean-square noise in the torsional eye

position recordings as a function of percentage of visible pupil.

Figure 2. Example of eye movements during attempted fixation

of a small target. Horizontal, vertical, and torsional eye position

during sustained fixation. Blue and red traces correspond to left

eye and right eye, respectively. Note the microsaccades in the

horizontal traces and the small torsion (arrows) associated with

them.
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Pupil tracking

Most video-based methods for tracking eye move-
ments use the pupil to track horizontal and vertical eye
movements. Generally, vertical eye movement record-
ings are less accurate and noisier than horizontal eye
movement recordings. This is due to the interference of
the eyelids and eyelashes that often cover parts of the
upper and lower edges of the pupil. Most algorithms
for pupil tracking rely on a threshold to find the darkest
pixels in the image. Some methods then calculate the
center of the pupil using the center of mass of the dark
pixels; others fit an ellipse to the contour defined by the
dark pixels. The ellipse-fitting method helps eliminate
biases due to partial pupil occlusion. Here we also
implemented an ellipse-fitting algorithm to determine
the horizontal and vertical eye positions accurately.
The most challenging problem in this method is
determining which parts of the contour actually
correspond with the contour of the pupil and which
parts are the edges of the eyelid, eyelashes, shadows, or
corneal reflections (Figure 3B). One approach is to rely
on the contour of the pupil and analyze properties such
as changes in the curvature to eliminate the points that
do not fit into the contour of a smooth elliptical pupil
(Zhu, Moore, & Raphan, 1999). Here we opted to also
add information about the position of the eyelid to
adjust the contour reliably. First we smooth the
contour by a polynomial approximation (implemented
in cvAproxPoly in OpenCV). Then we eliminate points
with a high change in curvature and points covered by
the eyelid or the corneal reflections. We define the
curvature of a contour point as the angle formed
between that point, the next contiguous point, and the
centroid of the contour. We eliminate a point when the
angle between that point and the next one differs by
more than 20% from the angle between that point and
the previous one (i.e., when the contour is not smooth
at that point). Finally, to determine the center of the
pupil and its size, we fit an ellipse to the remaining
points of the contour using the least squares method
(implemented in OpenCV as cvFitEllipse2).

Accurate detection of the pupil is most often
hampered by the upper eyelid, which is more mobile. If
the pupil had a fixed size, the bottom edge would carry
all the necessary information to measure vertical eye
position. However, this is not the case as the pupil can
continuously change size, causing movements of the
lower edge that might be taken as movements of the
globe. Here we use the information from the lower edge
but also account for possible changes in the pupil size.
We measure the current size of the pupil using the left
and right edges and assume that the relationship
between its height and width does not change when the
pupil dilates or constricts. To implement this constraint
we added an extra point to the top part of the contour

in place of the occluded points (Figure 3C) at the
location that would correspond with the current width
of the pupil and the current position of the lower edge.
Adding this extra point reduces the level of noise when
the pupil is partially occluded by making it less likely to
choose ellipses with unrealistic shapes that do not pass
near that point (i.e., very large, elongated ellipses). A
solution that is conceptually similar but computation-
ally more costly would be to implement a new ellipse-
fitting method in which the error term depends not only
on the distance between the points of the pupil contour
and the ellipse but also on the aspect ratio of the pupil
and its similarity to the aspect ratio of a fully visible
pupil obtained during calibration. Our simpler ap-
proach seems adequate, with a 30% reduction in the
level of noise in some recordings in which the pupil
remained partially occluded. Finally, we measured the
amount of noise (or error) introduced by our method as
a function of amount of pupil occlusion. We artificially
removed points of the pupil contour of an otherwise
completely visible pupil to simulate controlled amounts
of pupil occlusion. We show that if more than half of
the pupil is visible the algorithm works well but that if
less than half of the pupil is visible the measurements
become noisy and unreliable (Figure 3G).

Iris pattern optimization and torsion calculation

Our method for tracking torsion is based on
measuring the rotation of the iris pattern around the
pupil center by comparing each video frame with a
reference frame. First we select the area of the image
around the center of the pupil that contains the entire
iris and then mask the pixels that are covered by the
eyelids and corneal reflections with zero values (black
pixels in Figure 4B; see previous sections describing the
estimation of the pupil center and eyelid tracking).
Then we apply a polar transformation to the image to
transform the circular pattern of the iris into a
rectangular configuration (Figure 4C). This facilitates
the torsion calculation because rotations around the
pupil center become translations in one dimension.
Since the relevant information about the torsion is in
only one dimension, we can optimize the image by low-
pass filtering the radial dimension and band-pass
filtering the tangential dimension (Figure 4D) using the
Sobel function in OpenCV. The low-pass filtering
reduces the noise in the image without reducing the
information available for calculating torsion, and the
high-pass filtering eliminates the effect of changes in
overall luminance in the image and enhances the small
but salient iris features. This filtering is comparable to
the Gabor filtering typically used in iris recognition
(Daugman, 2004). Finally, we replace the masked pixels
with random noise to eliminate the interference of
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eyelids, eyelashes, and corneal reflections (Figure 4E)
when calculating the cross-correlation.

The iris pattern contains pixels between the edge of
the pupil and the outer edge of the iris. Because the
pupil size can change, it is necessary to apply a
transformation to compare the iris pattern obtained at
different pupil sizes. We opted for simply scaling the
pattern to a fixed size of 60 pixels regardless of the size
of the pupil or iris. Thus, our iris pattern will always be
360 pixels long and 60 pixels wide regardless of the
pupil size (Figure 4E). This resizing is also important to
ensure that the processing time does not change when
the properties of the image (e.g., resolution, iris size,
pupil size) change so that real-time processing is always
possible at 100 frames per second. Figure 4G shows
how the method can record torsional eye movements
even during large changes in the pupil size. Here we first
started the recording and obtained the reference image
while the lights were on and the pupils were small. Then
we turned off the lights and continued the recording
while the pupils dilated. As shown, only a small
increase in noise in the velocity recording (unfiltered)
can be appreciated. Similar results were obtained using
a reference from dilated pupils to record torsional eye
movements when the pupils were constricted.

To calculate the torsion we use a template matching
technique based on the fast Fourier transform as
implemented in the OpenCV library (matchTemplate
function). The template matching provides a measure
of similarity of two images for different overlapping
positions. The template matching method is conceptu-
ally equivalent to shifting the current image one pixel at
a time relative to the reference image and measuring
their similarity. Because the images have a total of 360
pixels, the resolution obtained with the template
matching is only 18. To obtain subpixel resolution we
interpolated the cross-correlation by an order of 50 to
obtain a resolution of 0.028. This value sets the
minimum amount of torsion that can be resolved and
must not be confused with the level of noise or accuracy
in the recordings.

We considered a maximum torsion value of 258
(range of 508)—that is, the angle of rotation between
the current image and the reference image must not be
more than 258. This limit is necessary to constrain the
computational cost of the template matching opera-
tion, and it is large enough to easily include the natural
range of torsional eye movements (Collewijn et al.,
1985). To implement this limit we extended the
reference iris pattern so that it contains 4108 instead of
3608—that is, the reference pattern is redundant by

Figure 4. Iris pattern. (A) Example of image of the eye. (B) Region of interest containing the iris. Eyelids and reflections are masked by

black. (C) Polar transformation of the image in panel B. Top corresponds with the center of the pupil, and bottom corresponds with

the outer edge of the iris. (D) Iris band extracted from panel C. The iris pattern is filtered to optimize the contrast of the features. (E)

Same as panel D but with noise added to replace the masked regions. (F) Reference iris pattern. Note how the reference image

expands to both sides, repeating a portion of the pattern. (G) Recoding of torsional eye movements during head rolling while the

pupil changes size due to changes in illumination. Top images show images of the constricted and dilated pupils in the light and dark

conditions.
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repeating the angles between�25 andþ25 (Figure 4F).
Applying this circular redundancy allows the use of the
entire 3608 iris pattern when shifting the current image
over the reference image to measure their similarity.

Geometric correction for eccentric gaze

The image of the eye captured by the camera results
from the projection of an approximately spherical
globe onto a plane. Thus, in an eccentric gaze position,
the camera does not have a straight view of the pupil
and the iris, so they both can appear distorted. In this
case a perfectly circular iris would appear to be
approximately elliptical (Figure 5A, B). The distortion
due to the geometry of the eye causes two problems.
First, the distorted image of the iris cannot be directly
compared with the reference image to determine the
relative rotation between them. This will affect mainly
the precision or noise level of the recordings, making it
impossible to track beyond some eccentricity. Second,
the torsional rotation needs to be put in the context of
horizontal and vertical movements to completely
describe the rotation of the eye in three-dimensional

coordinates. This problem will affect the accuracy of
the recordings. Here we opted to encode the eye
movements in Hess coordinates in which both the
horizontal and vertical axes are head (camera) fixed,
and thus our calculations intuitively reflect the coordi-
nates of the pupil as seen by the camera. Conversion to
any other coordinate system, however, would be
possible.

Many factors can introduce geometrical distortions
in the image of the iris seen by the camera (Haslwanter
& Moore, 1995): distortion due to the shape of the eye,
translations of the eyeball, the shape of the cornea, or
the angle between the optical axis and the visual axis.
Simulations performed by Haslwanter and Moore
(1995) showed that, among all the potential sources of
error, the geometric distortion in the shape and pattern
of the iris due to the spherical shape of the eye is by far
the most important one. Correcting for the geometry of
the eye is essential to obtaining precise and accurate
measurements of torsion at eccentric positions.

To correct for the geometrical distortion and
account for the eccentric position of the pupil and the
iris, we modified the polar transformation that converts
the iris annulus into a rectangle (Figure 5A, B). If the

Figure 5. Geometric correction. (A) Simulation of the eye looking straight ahead. (B) Simulation of the eye looking 508 to the side. (C)

Iris pattern corresponding with the eye looking straight ahead. (D) Iris pattern corresponding with the eye looking 508 to the side

applying the geometric correction. (E) Iris pattern corresponding with the eye looking 508 to the side without applying the geometric

correction (note the distortion on the pattern). (F) Average torsion error as a function of eccentricity in simulated eye movements

calculated with and without geometric correction. Note that even though the degradation of the signal with eccentricity is gradual,

the accuracy breaks down at about 358 when other peaks in the cross-correlation reach a similar height as the main peak. (G) Example

of torsion in response to head rolling (left eye in blue and right eye in red) recorded at an eccentric horizontal gaze position with

geometric correction (middle) and without geometric correction (bottom).
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eye is looking straight at the camera, the polar
transformation consists of mapping pixels in a circle to
a straight line, with one coordinate corresponding to
the angular position of the pixel within the iris and the
other coordinate corresponding to the distance from
the edge of the pupil to the edge of the iris. At an
eccentric position this mapping needs to change. To
achieve the proper mapping between the distorted
image and the reference image, we first determine the
center of the pupil and use it to calculate the horizontal
and vertical rotation of the eye globe.

For remapping we use the OpenCV function
cvRemap, which performs an arbitrary morphological
transformation of an image given the correspondence
of the pixel coordinates between the original image and
the transformed image. Thus, we need to determine the
positions of the pixels in the image with the distorted
iris that correspond to the iris pattern in polar
coordinates. Let a and r represent the coordinates of
the pixels in the iris pattern image, which correspond
with the angle (from 0 to 359) and the radial distance
from the edge of the pupil to the edge of the iris (from 0
to 59). After estimating the position of the pupil, let
q ¼ ðx; y; z;wÞ be the quaternion that defines a rotation
of the eye without torsion to the current eye position.
Then, the coordinates of the pixels ðX;YÞ on the raw
image that correspond with the coordinates of the
pixels ða; rÞ in the iris pattern image are

X ¼ 2 *

�
ð�y2 þ�z2Þx0 þ ðxy� wzÞy0

þðwyþ xzÞz0
�
þ x0

Y ¼ 2 *

�
ðwzþ xyÞx0 þ ð�x2 � z2Þy0

þðyzþ wxÞz0
�
þ x0;

with

x0 ¼ ðr=60 * ðRiris � RpupilÞ þ RpupilÞ

* cos a*2 *
p

360

� �
;

y0 ¼ ðr=60 * ðRiris � RpupilÞ þ RpupilÞ

* sin a * 2 *
p

360

� �
;

z0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x * xþ y * y
p

Reye

� �2
 !vuut

* Reye:

To evaluate the geometric transformation we used an
image of a simulated spherical eyeball. We compared
the error in torsional eye position calculated with and
without a geometric correction at different eccentric
gaze positions. Figure 5A and B shows the images of

the simulated iris at two different eye positions, and
Figure 5C through E shows the distortion in the iris
pattern caused by the geometry of the eye at an
eccentric gaze position. It is important to note that not
only is the overall shape of the iris distorted (i.e., from
circular to elliptical), but the individual features of the
iris and their relative angles are also altered (Figure 5A,
B, arrows). Using the geometric correction, the
torsional position was accurate up to 508 of eccentric-
ity. Without the geometric correction, tracking breaks
down at 308 of eccentricity (Figure 5F). The simula-
tions are a simplified case, so those values might not
correspond with the ranges of accuracy for a real eye,
but they show the need for the correction and its
effectiveness. In Figure 5G, we also show the results of
tracking real eyes during head rolling while maintaining
an eccentric gaze position to the left or to the right.
Using the geometric correction the torsion measure-
ment remains stable for positions of more than 208;
without the geometric correction, tracking becomes
unstable at those positions.

Simultaneous recordings with scleral coil and
VOG

The gold standard method for recording eye
movements is the scleral search coil (Collewijn et al.,
1985; Robinson, 1963), which for wearing in humans is
embedded in a silastic annulus that adheres to the eye.
However, there is a potential problem of slippage of the
annulus on the eye, thus introducing an artifact of
movement or lack thereof, especially for torsion
(Straumann et al., 1996). Quantitative measurements
and analysis of slippage are scarce, though Van Rijn,
Van Der Steen, and Collewijn (1994) pointed out the
possibility of a long-term slippage of the coil (based on
what seemed to be a physiologically unrealistic drift in
the difference between the torsional positions of the
two eyes—between 28 and 48). Slippage has typically
been considered to occur during blinks (as the eyelids
may move the exiting wire of the coil). Many studies
have attempted to account for the slippage using
different methods for postprocessing the data (Minken
& Gisbergen, 1994; Steffen, Walker, & Zee, 2000;
Straumann et al., 1996), while others have modified the
coil design to try to minimize slippage (Bergamin et al.,
2004). However, those methods relied on assumptions
about slippage and not direct measurements.

Here we simultaneously measured torsional eye
movements using the scleral annulus search coil
method and VOG. Subjects wore a modified coil
developed previously to reduce slippage (Bergamin et
al., 2004). For a direct comparison, we recorded
torsional eye movements induced by a torsional
optokinetic stimulus while looking straight ahead to
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avoid other confounding factors such as head move-
ments or eccentric gaze positions. Figure 6A shows that
the search coil recordings systematically underestimat-
ed the torsional movements compared with the VOG
recording. We did not find a similar underestimation
for the horizontal and vertical eye movements. Both
slow phases and quick phases of the torsional
nystagmus from the coil method show lower velocities
and proportionally smaller amplitudes—only about
70% of the values from the VOG method.

Since an error in the calibration of the coil or the
VOG system could account for the difference, we
directly compared the search coil recordings with the
rotation seen in the video images. Looking at each
video frame, we manually tracked several landmarks of
the coil and the iris to provide independent measures of
the torsional movement of the eye and the coil. During
the manual tracking the observer did not have access
to, and could not be biased by, the measurements
obtained by the other techniques. Figure 6B shows the
rotation of the coil as measured with the voltage
induced by the magnetic field and by visually tracking
the coil in the video. Both recordings match perfectly,
eliminating the possibility of erroneous calibration of
the coil. Next, we repeated the same analysis for the
iris. Figure 6C shows the rotation of the iris as
measured by the automatic VOG system and by
visually tracking the iris landmarks in the video images.
Both recordings also match. These recordings confirm
that the coil may not be firmly attached to the eye and
that it can misrepresent the movements of the eye,

although the degree of adhesion might vary across
subjects. Future studies can address this issue.

As a second test for compareing VOG and coil, we
measured the dispersion of the fixation points around
Listing’s plane (Figure 6D; see Wong, 2004, for a
review). The subject looked at fixed targets within 6208
horizontally and 6158 vertically. The so-called thick-
ness of the plane, or average distance from the three-
dimensional eye positions to their best-fitting plane
(Listing’s plane), is larger for the data recorded with the
coil system, suggesting less accurate measurements.
This is also likely due to the slippage of the coil on the
eye.

The first major implications of these results are that
scleral search coils in an annulus might not be a valid
gold standard for recording torsional eye movements
and that VOG systems may be more accurate. These
results also challenge the assumptions about coil
slippage during torsional eye movements, suggesting
that the coil does not always faithfully transduce the
orientation of the eye in the orbit.

Recordings of torsional eye movements during
static head tilts

To study visual perception it is essential to know
exactly what is being seen by the retina. Thus, knowing
the position and orientation of the eye relative to the
visual world is critical in any study trying to correlate
any parameter of a visual stimulus to how it is
perceived by the brain and, in turn, how it relates to

Figure 6. Simultaneous recordings of torsional eye movements with the VOG method and the scleral annulus with an embedded

search coil. (A) Comparison of recordings during torsional Optokinetic Nystagmus (OKN) obtained simultaneously with the VOG

method and the search coil. Note the coil visible in the video image. (B) Comparison of coil recordings with manual tracking of coil

landmarks in the video images. (C) Comparison of the VOG automatic recording with the manual tracking of iris features. (D)

Comparison of thickness of Listing’s plane obtained with VOG and coil methods.
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neural behavior. For example, to study the perception
of one’s orientation in the environment, subjects are
often asked to report the orientation of a line in
otherwise total darkness (subjective visual vertical;
Mittelstaedt, 1986) while their head is tilted at different
angles. Recent studies have emphasized that knowing
the torsional orientation of the globe is critical for
interpreting the results (Barra, Pérennou, Thilo,
Gresty, & Bronstein, 2012; Bronstein, Perennou,
Guerraz, Playford, & Rudge, 2003)—for example, of
the effect of interventions such as transcranial magnetic
stimulation on visual perception of upright (Kherad-
mand, Lasker, & Zee, 2015).

Obtaining accurate and reliable torsion data during
sustained static head tilts requires precise and stable
measurement techniques. A method relying on mea-
surements from frame to frame (Zhu et al., 2004) may
produce data that are less stable over long periods,
whereas the method presented here uses a constant,
full-reference iris image to provide accurate measure-
ments of changes in the torsional position of the eyes
over long time periods. Also, as discussed above, coil
measurements are subject to slippage. Figure 7 shows
an example of recordings of torsion during static head
tilt of 308 to the left or to the right using our method.
These measurements are precise, stable, and repeatable.

Discussion

We have developed a new method for measuring eye
movements in three-dimensional coordinates that can
operate binocularly in real time at 100 Hz. We have

taken advantage of open-source tools such as OpenCV
to achieve advanced real-time image processing. Our
method tracks torsional eye movements by comparing
the rotation of the iris pattern in every frame with the
iris pattern of a reference frame. In addition, it
automatically tracks the position of the eyelids to
determine what parts of the iris and the pupil are
visible. We have also taken advantage of advances in
the field of iris recognition, such as methods for
optimizing the iris pattern and detecting eyelids. This
new methodology overcomes many of the limitations of
previous approaches to obtain accurate, sensitive, and
consistent measures of the torsional orientation of the
globe. We have shown that our method is sensitive
enough to detect small changes in torsion during
maintained fixation (Figure 2) and that it is more
accurate than the current gold standard: the scleral
search coil (Figure 6). To assess the accuracy of the
method we used simulations (Figure 5) and manual
subjective tracking of the iris (Figure 6).

Many methods for recording torsional eye move-
ments using video tracking have been proposed
previously (Table 1). Among those methods, the ones
developed by Clarke and colleagues (Clarke et al.,
1991; Clarke, Ditterich, Drüen, Schönfeld, & Steineke,
2002; Scherer, Teiwes, & Clarke, 1991), part of the
Chronos system (Chronos Vision GmbH, Berlin,
Germany), and the one commercially available from
Senso Motoric Instruments GmbH have been cited
more often in the literature, but they require offline
postprocessing with manual intervention. Perhaps a
more promising method on the list is the one developed
by Zhu et al. (2004). Their method achieves high frame
rates with real-time processing and accounts for the
geometry of the eye and the pupil occlusion by the
eyelids. They achieve fast processing by measuring
torsion on a frame-by-frame basis—that is, they use the
current measured torsional eye position to reduce the
range of possible torsional angles for the following
frame. This results in improved computational effi-
ciency because the range of possible torsion values is
small and thus the search would take less time.
However, this approach may also introduce other
problems, such as how to recover accuracy promptly
after a blink or after a spike of noise. As soon as a
frame does not measure an accurate torsional position,
it will not be possible to maintain the accuracy unless
proper mechanisms are added to detect this accord-
ingly. Our method always compares the current frame
with a fixed common reference frame, which allows a
maximum range of torsional positions of 6258. Thus,
the torsional position measured on a given frame
depends only on the torsion pattern on that frame and
the reference frame, avoiding unwanted biases intro-
duced by previous erroneous measurements. Despite
this higher computational cost, we can still achieve a

Figure 7. Recordings of torsional eye movements during static

head tilt to the left (top) and to the right (bottom). Different

colors show different repetitions of binocular recordings.

Subjects fixate a small spot using a bite bar to stabilize the

position of the head. After 60 s with the head straight up, the

head is tilted 308 using a motor that rotates the bite bar. After

another 60 s, the head is rotated back to the original position.

Data recorded during blinks have been removed for clarity.
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high frame rate and perform all the calculations in real
time at 100 Hz for binocular recordings.

To compare the iris pattern between different
frames, it is important to identify parts of the iris that
are visible and those that are covered by the eyelids in
each frame. Previous methods have relied on the
operator to select segments of the iris for analysis.
Here, instead of selecting a portion of the iris to
perform the analysis, we take advantage of a typical
method used in iris recognition. We always match the
entire area of the iris but mask the portions that are not
visible. To do this, we track the eyelids automatically in
every frame. As a first advantage, this approach
simplifies the recording process as the operator does
not need to arbitrarily set the sector of the iris for
analysis, which eliminates one source of observer bias.
Second, it maximizes the signal to noise ratio because
template matching is used for the entire 3608 iris
pattern and not just a portion of it—that is, always the
maximum amount of information is available for
analysis.

Our method is still subject to some of the inherent
limitations of all video eye-tracking systems. First, at
some gaze positions, depending on the position of the
cameras, the eyes might be largely occluded by the
eyelids and eyelashes. This occurs mainly in downgaze
in our setup. Second, during fast movements of the
head, any head-mounted display may suffer from
slippage of the goggles on the head, which results in an
artificial shift of the image. Other limitations are
subject dependent and may reduce the quality of the
recordings in some cases; for instance, when changes in
pupil size shift the relative position of the centers of the
pupil and the iris, when pupils have very nonelliptical
shapes, and when pupils are very small and the corneal
reflection from the light-emitting diode illumination
completely covers them. How prevalent and how
intrusive these potential artifacts are remains to be
shown, though in our experience with more than 20
subjects we have yet to find a subject in whom these
issues precluded reliable measures of torsion.

Conclusions

We have developed a novel, relatively simple,
noninvasive, and precise method for measuring tor-
sional eye movements that solves many long-standing
problems that have impeded visual and ocular motor
research. We have presented examples that show the
considerable potential of this method to become an
easy-to-use, modern tool with widespread application
in basic and clinical research or in diagnostic testing.
Finally, we show that measurements of torsion using
the magnetic field search coil method with scleral

annuli may be subject to more artifacts than previously
appreciated because of the slippage of the coil during
the movement of the eye.

Keywords: eye tracking, torsional eye movements,
Listing’s law, vestibulo-ocular reflex (VOR)
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