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Abstract

The field of electron tomography has benefited greatly from manual and semi-automated 

approaches to marker-based tilt-series alignment that have allowed for the structural determination 

of multitudes of in situ cellular structures as well as macromolecular structures of individual 

protein complexes. The emergence of complementary metal-oxide semiconductor detectors 

capable of detecting individual electrons has enabled the collection of low dose, high contrast 

images, opening the door for reliable correlation-based tilt-series alignment. Here we present a set 

of automated, correlation-based tilt-series alignment, contrast transfer function (CTF) correction, 

and reconstruction workflows for use in conjunction with the Appion/Leginon package that are 

primarily targeted at automating structure determination with cryogenic electron microscopy.
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1. Introduction

With the recent advent of direct electron detectors, cryo-electron microscopy (cryo-EM) has 

risen in popularity as a technique for high resolution, near-native structural biology 

determination. The in situ 3D structural determination method of cryo-electron tomography 

(cryo-ET) is the next frontier for high-throughput, high-resolution structure determination by 

EM. Electron tomography, particularly cryo-ET, has been the method of choice for 

determining cellular structure at resolutions up to 2 nm for over a decade (Zhang, 2013). The 

increase in computational resources over the same period of time has prompted the 
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emergence of single particle tomography (SPT) as a popular method of quaternary, tertiary, 

and even secondary structure determination, with subvolume averaging and classification 

allowing for classification of specimens with substantial heterogeneity in topology and 

molecular structure (Briggs, 2013; Fernández, 2012). In recent years software suites have 

been developed to accommodate large SPT datasets using high performance CPU and GPU 

algorithms (Castaño-Díez et al., 2012; Galaz-Montoya et al., 2015, p. 2). Currently two 

research labs have used SPT to resolve highly symmetric and pseudo-symmetric protein 

complexes at resolutions better than one nanometer (Schur et al., 2015, p. 8, 2013; Tran et 

al., 2012).

At SPT resolutions near 1 nm, the primary resolution limits are the accuracy of tilt-series 

alignment, the accuracy of defocus estimation for CTF correction (Fernández et al., 2006; 

Xiong et al., 2009), the beam-induced motion of objects on the grid (Li et al., 2013; Scheres, 

2014), and the signal to noise ratio (SNR) of the specimen (Lenz, 1954; Spence, 2013), 

which is dictated by the cumulative dose of a tilt-series (Grant and Grigorieff, 2015; Spear et 

al., 2015 this issue)). The movie mode features and improved detector quantum efficiency of 

direct electron cameras greatly increases the SNR of low dose images relative to CCD 

cameras (McMullan et al., 2014; Ruskin et al., 2013), allowing for lower-dose tilt-series to 

be collected. Compared to CCDs, lower-dose tilt-series collected with direct electron 

cameras preserve higher resolution specimen features and allow for measurable Thon rings 

in low tilt images. With this increase in SNR, per-image defocus estimation becomes 

feasible and correlation-based tilt-series alignment becomes more accurate. In comparison to 

tilt-series alignment with bead tracking, alignment by specimen correlation is robust against 

movement of beads during tilt-series collection.

1.1. Advantages of correlation-based tilt-series alignment

The most commonly used method for tilt-series alignment, bead tracking (Amat et al., 2008; 

Bernard Heymann et al., 2008; Kremer et al., 1996; Nickell et al., 2005), relies on the beads 

remaining stationary throughout the entire tilt-series exposure. If during imaging any of the 

tracked beads move relative to the specimen or to each other, then the calculated geometric 

relationships between tilt images may be inaccurate up to the beam-induced motion of the 

beads. We have observed beam-induced motion of gold beads in high tilt angle images at 

low dose and up to 10 nm at high dose (Fig. 1A,B). While this beam-induced bead motion 

can be almost completely corrected for within each image by frame aligning using direct 

electron cameras, the motion between tilt images is left uncorrected in conventional bead-

tracking alignment workflows. For tilt-series that exhibit significant beam-induced bead 

motion and where the CTF can be determined, the resolution limit for bead tracking-based 

alignments is on the order of the relative bead-to-specimen movement between tilt images 

plus the tilt image alignment error. It is possible to align tilt-series that have been acquired 

with beads that show beam-induced motion by using correlation-based alignment methods. 

A potential solution with Protomo is to adjust the alignment search area so as to exclude 

aligning on fiducials.

In addition to the theoretical resolution limits of marker-based tilt-series alignment described 

above, there are scenarios where specimen preparation with colloidal gold beads is non-ideal 
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or impossible. In some cases gold beads aggregate in grid holes, requiring significant 

manual identification during bead tracking. In other instances gold beads aggregate outside 

of grid holes, effectively eliminating their intended function (Fig 1C). Calibrating the 

concentration of gold beads can require significant efforts during preparation and does not 

always guarantee a uniform distribution. Additionally, reconstruction with fiducial markers 

can introduce artifacts in neighboring densities (Frank et al., 1987).

To circumvent the limitations imposed by bead-tracking for non-ideal samples, whether for 

SPT or non-SPT studies such as structural determination in cells, one must align tilt-series 

using a non-marker based alignment procedure. To these ends, we introduce an 

implementation of the correlation-based tilt-series software Protomo (Winkler and Taylor, 

2006) from within the Appion package (Lander et al., 2009) with the goal of providing a 

standardized, high-throughput alternative to existing marker-based alignment methods.

The software describes herein can be used in conjunction with the Leginon tilt-series 

acquisition application (Suloway et al., 2009). The workflows provided in this paper allow 

for accurate, robust tilt-series alignment while broadening the types of samples that can be 

imaged by cryo-ET.

2. Workflow

The Appion-Protomo implementation is designed using the already existent Appion API 

including the Python backbone, MySQL interface, and PHP based web tools. Together, 

these provide an interface between all microscope images in the database and arrays of 

processing suites. The workflows presented here are accessible from the main Appion image 

processing webpage for any tilt-series in the database.

The general philosophy for aligning a set of tilt-series from a data collection session is to 

first align a single representative tilt-series from the session, then use the same parameters to 

align each tilt-series in the session in parallel. Protomo requires the user to provide an 

extensive parameter file to define the alignment parameters for a given tilt-series alignment 

iteration. We have automated this process. All file generation, database queries, and file 

management operations are controlled by the provided scripts as the user works through the 

four main Appion-Protomo workflows: File Preparation, Coarse Alignment, Refinement, 

and Reconstruction. Once the user identifies working alignment and reconstruction 

parameters, those parameter files can then be used to align and reconstruct each tilt-series in 

the session though the modular batch workflows.

2.1. Alignment quality metric

The Protomo refinement workflow is iterative, with each successive iteration’s geometry 

model and image transformations being used as starting values. The goal of a correlation-

based tilt-series alignment workflow is to iteratively converge on a set of geometric 

transformations, including a model for the tilt azimuth, tilt elevation, and/or stage orientation 

together with shifts rotation, and/or scaling of each image. In addition to supplying new 

geometric transformations for a completed iteration, Protomo records residuals for the 

applied image transformations (Winkler and Taylor, 2006). In particular, residuals for 
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transformations in the x direction and in the y direction, a residual for rotation, and a 

residual for scaling for each image in a tilt-series are provided. The residuals describe the 

degree to which an individual image must be distorted in order to match the model. As such, 

it is influenced by the accumulated dose between images, the accuracy of alignment between 

images, and the motion of the correlated objects, modulated by the filters applied before 

alignment. An optimally aligned tilt-series will have the majority of the x and y residuals 

below 1%, scaling residuals below 1%, and rotation residuals below 1°; i.e. the amount of 

additional correction to the transformation between the tilt image and the reference 

projection image required to produce perfectly correlated images should be below 1% for 

translations and scaling and below 1° for rotations.

To assist the user in assessing the convergence of a tilt-series alignment, a metric has been 

defined based on the residuals and their standard deviations:

where CCMS stands for Combined Correction Mean plus Standard deviation and X are the 

image correction factors for shifts, rotations, and scaling. To put the rotation CCMS value 

on equal footing with the shift and scaling CCMS values, one degree of CCMS(rotations) is 

scaled to 2% in CCMS(shifts/scalings) so that a single scaled sum CCMS value can be 

outputted for each iteration by Appion-Protomo. The goal of an Appion-Protomo alignment 

run then becomes minimizing each CCMS value to below 2.0%, ideally below 1.5%, while 

reaching convergence in the geometry model refinements at image samplings of 1 or 2. Fig. 

2 shows an example plot of the CCMS(shifts) vs. iteration number together with plots of the 

correction factors in x and y for two iterations.

The CCMS is an objective metric for evaluating whether a tilt-series alignment has 

converged and so is used throughout this workflow as a simple way to assess the quality of 

alignments. The user should note that the CCMS values are dependent on image 

preprocessing parameters performed before the alignment. An overly sampled or lowpass 

filtered image set may produce artificially low CCMS values.

2.2. Semi-automated individual tilt-series processing

To run a Protomo alignment manually, a parameter file and a tilt angle file need to be 

supplied by the user. These files specify the image sampling, preprocessing parameters, 

mask, bandpass filters, correlation peak search options, geometry options, reconstruction 

options, directory paths, raw image paths, image tilt angles, and stage orientation. We 

automated the generation of the required files by providing an alignment webpage in the 

Appion user interface that includes default, data-based presets for all required parameters 

along with detailed help pop-up windows for each parameter (Movie S3). Thus, file 

generation and file management are performed automatically, which standardizes the 

alignment process and avoids error-prone manual intervention.

The first step of any Appion-Protomo run is File Preparation where the Leginon/Appion 

database is queried to retrieve raw tilt images, and metadata is queried to construct a 
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Protomo tilt file. In the individual tilt-series alignment workflow, file preparation is 

performed seamlessly in conjunction with the second step, Coarse Alignment. The Coarse 

Alignment step takes advantage of the new Protomo grid search parameters, available in 

Protomo 2.4.X or greater, to estimate initial rotation and translation transforms for each 

image, eliminating the need for the user to manually align the images before refinement. 

Once the user has run Coarse Alignment and has confirmed on the subsequent summary 

webpage that the results are not divergent, then a full Refinement is ready to be run.

The next step in a typical tilt-series processing session is to proceed to Refinement, in which 

area matching is used to refine image alignments and the model for the tilt geometry. In our 

tests we have found that in order to minimize the chance of there being a divergent tilt-series 

alignment, refinement is best performed iteratively while gradually increasing the sampling 

rate. For this reason, the Refinement step introduces rounds to the alignment workflow. In a 

typical refinement, a user would refine for multiple iterations and look for CCMS values 

below 2%. If CCMS values do not reach this threshold, users might adjust the lowpass filter, 

the estimated specimen thickness, or other critical Protomo parameters. The Appion-

Protomo web pages provide a convenient interface in which to vary these parameters and 

monitor the results. For each round the user can change the sampling factor and the number 

of iterations, along with all variable Protomo parameters. Once the user has identified a 

well-aligned iteration, a reconstruction can be made (Movie S3).

The Reconstruction step allows the user to create a weighted back-projection reconstruction. 

The CCMS values provide a convenient way for determining which set of parameters yield 

the best alignment. The Appion-Protomo web pages allow the user to reconstruct from any 

iteration and with or without filtering. A lowpass filter is recommended for visualization, 

segmentation, or non-SPT purposes (Movie S3).

Two preemptive and real-time exception-catching algorithms for circumventing the most 

common Protomo errors have been implemented. During File Preparation, overly shifted 

raw images at high angles due to poor estimation of image shift between tilts are removed 

from consideration for processing. During alignments, if the resampled search area is too 

large causing the search to be out of bounds, the search area will be automatically reduced 

until alignment can proceed.

At each step in the workflow the user is presented with the vast majority of Protomo 

parameters along with file management and depiction options for the summary webpages. 

All required parameters are filled in with default values based on information in the 

database. After each Refinement iteration a CCMS plot is made, native Protomo correction 

factor plots are made, and a correlation peak video is made to show how well each image 

aligned to the respective projection image. For each iteration the user can optionally 

generate an aligned tilt-series video and a z slice-through video of a preliminary 

reconstruction (Movies S1, S2, and S3). Depictions are presented on Appion summary 

webpages available after each alignment step. All videos are available for download in mp4 

format for presentation purposes.
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2.3. Batch tilt-series processing

Once a single representative tilt-series has been processed to or near convergence, then the 

user can proceed to the Batch Tilt-Series Alignment webpage. We have found that in most 

cases, once appropriate Protomo parameters have been found, they will work well for other 

tilt-series in the same session. The Batch Tilt-Series Alignment workflows allow the user to 

process in parallel any number of tilt-series in a given session sequentially through a set of 

File Preparation, Coarse Alignment, Refinement, Reconstruction, and/or CTF Correction 

steps. The batch workflows depend on Protomo parameter files being formatted identically 

to those created during the individual tilt-series processing. In the case where Appion-

Protomo was used for an individual tilt-series alignment, the parameter files will have 

already been populated with appropriate parameters and be in the correct format.

After a batch tilt-series alignment, a batch summary webpage will be available for the user 

to quickly analyze the alignment of each tilt-series processed. The user is first presented 

with a grid of CCMS plots for each tilt-series. Upon clicking on one of the CCMS plots, the 

user is taken to an individual refinement iteration webpage formatted similarly to the 

Refinement summary page in the individual tilt-series processing workflow. The use of 

CCMS plots allows for an immediate assessment of tilt-series alignment quality while the 

nested layout of the webpages allows the user to easily navigate through potentially 

thousands of tilt-series refinement iterations (Movie S4).

2.4. CTF correction

To facilitate CTF correction, the ctfphaseflip program in IMOD (Xiong et al., 2009) has 

been wrapped into the Appion-Protomo workflows to optionally correct for CTF at any 

point in tilt-series processing. Provided that the defocus has been accurately estimated 

within Appion for the majority of the images in a tilt-series, it is recommended that CTF 

correction be performed before alignment unless doing so appreciably reduces the contrast 

of the images or unless the tilt azimuth is significantly refined during alignment, because the 

CTF correction strips run parallel to the calculated tilt axis. The function implemented here 

requires that the user has previously run image defocus estimation on each image in a given 

tilt-series through the Appion CTF estimation interface such that the defocus and defocus 

confidence values have been inserted into the database. The CTF correction algorithm first 

removes the low confidence defocus values, then removes defocus values that exceed one 

standard deviation from the tilt-series defocus mean, and finally replaces those values with 

linearly interpolated values between the remaining high confidence defocus values in the 

tilt-series (Fig. 3). Confident defocus values are those where the modeled CTF correlates 

better than 50% with the observed noise and envelope-subtracted power spectrum. This has 

been standardized in Appion across supported defocus estimation packages (Sheth et al., 

2015).

2.5. Fully automated batch processing

The workflows described above allow for a fine-grained approach to getting the best 

alignments possible for all tilt series. However, in some cases such an exhaustive approach 

may not be necessary, and instead a standard refinement scheme can be used. A Fully 

Automated batch tilt-series alignment option is available which utilizes a sampling limited, 
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highly iterative approach driven by the quality assessment statistics from each set of 

iterations. The Fully Automated option provides the user with a restricted set of Coarse 

Alignment, Refinement, Reconstruction, and CTF Correction parameters alongside 

additional automation and convergence parameters. By default, this option will sequentially 

search image geometry phase space for five rounds at a binning of 8, 6, 4, 2, and 1 for 20 

iterations each, or until convergence is reached. If convergence is not reached, tilt axis 

elevation and scaling factors will be included in another set of 20 iteration rounds at a 

binning of 4, 2, and 1, using the best geometry values from the previous 40 iterations. Once 

convergence is reached at a binning of 2 or 1, five additional iterations will be performed at 

a binning of 1 and the best iteration will be reconstructed. The default convergence criteria 

is CCMS(X) <= 0.015. In this Fully Automated mode, depiction videos are only produced 

for reconstructed iterations.

The Fully Automated option is designed to make it simple for any user to perform 

exhaustive tilt-series geometry searches with no user intervention from microscope to 

tomogram. Aside from the high-throughput capabilities, the benefit of a fully automated 

approach founded atop an objective alignment metric is the accessibility of a reliable tilt-

series alignment algorithm for novice users.

2.6. Screening mode

To facilitate microscope parameter determination prior to a data collection session using 

Leginon, an option has been included to screen tilt-series in near real-time. Screening Mode 

constantly waits for tilt-series N+1 to appear in the Leginon/Appion database before 

processing tilt-series N. Tilt-series are processed automatically through the File Preparation 

and Coarse Alignment steps, then depiction videos are produced in parallel. Only Coarse 

Alignment is performed so that processing can keep up with data collection. In our tests we 

found that the processing time required for screening a single tilt-series is roughly equivalent 

to the acquisition time for a tilt-series. Thus in Screening Mode a user can view a coarse 

alignment of tilt-series N as tilt-series N+1 finishes collecting. We envision that this mode 

will allow for more accurate empirical determination of optimal defocus values, dose per 

image, angular range, and angular increment, thereby increasing the likelihood of collecting 

alignable tilt-series.

3.1. Case study #1: AAV-DJ tilt-series session

To assess the throughput of the Appion-Protomo alignment algorithms described above, a 

tilt-series session of the 25 nm-diameter, icosahedrally symmetric viral capsid, AAV-DJ, 

was collected and processed.

3.1.1. Specimen preparation and data collection—Virus-like particles of AAV-DJ 

were expressed in insect cells from a baculovirus construct as previously described (Lerch et 

al., 2012). Empty capsids were purified as before using three rounds of CsCl density 

gradient ultracentrifugation, followed by heparin affinity chromatography, eluting with a 

NaCl gradient. Capsids were then diluted in 50 mM Hepes, 25 mM MgCl2, 25 mM NaCl, 

pH=7.4.
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10 nm colloidal gold beads were diluted in buffer at a 1:10 ratio, then resuspended with the 

sample. 3 μl of sample was pipetted onto Quantifoil R2/2 200 mesh grids that had been glow 

discharged for 5 s with a Gatan Solarus plasma cleaner. An FEI Vitrobot Mark IV was used 

to blot grids for 3 s at 4 °C and 100% humidity before plunge freezing into liquid ethane. 

Data acquisition was performed automatically using Leginon on an FEI Titan Krios at 300 

keV at a nominal magnification of 18,000x. Images were collected on a Direct Electron 

DE-20 in movie mode with a pixel size of 2.03 Å. Tilt-series were collected from 0° to 45°, 

then 0° to −60° at 3° increments. Electron dose scaled with the cosine of the tilt angle. Each 

exposure image consisted of 5 to 14 frames collected every 100 ms. Of the 42 tilt-series 

reported on here, two were collected with a nominal underfocus of 3.5 μm and a total dose 

of 79 e−/Å2, three at 5 μm and 79 e−/Å2, 22 at 5 μm and 58 e−/Å2, and 15 at 4 μm and 70–

100 e−/Å2.

3.1.2 Results—To demonstrate the ease of use and performance of the Appion-Protomo 

individual tilt-series workflow as described in section 2.2., a single tilt-series was processed 

using only the default settings on the Appion alignment webpages as shown in Movie S3. 

The alignment reached convergence at iteration 29 after gradually increasing the sampling 

rate as shown in Fig. 2. The alignment took a total of nine hours on a single multicore 

workstation, with the depiction video generation consuming roughly half of that time. The 

resulting tilt-series alignment and reconstruction can be seen in Movies S1 and S2, 

respectively.

From this tilt-series a total of 229 virus particles were manually extracted from along the tilt 

axis. The particles were aligned and averaged using the automated SPT processing module 

in EMAN2 (Galaz-Montoya et al., 2015, p. 2). Figure 4 shows the resulting average 

alongside a 30 Å lowpass filtered map of AAV-DJ from Lerch, 2012. The resolution of this 

reconstruction is visually no better than 30 Å, due in large part to the low number of 

particles used. Though only 229 particles were used in this reconstruction, we estimate that 

>20,000 particles are present in the full dataset. Efforts to process the full SPT dataset 

together through subvolume averaging and classification are ongoing.

The 42 tilt-series were processed in parallel using the Fully Automated workflow with 

default settings and parameter files from the individual tilt-series processing workflow 

described above. Tilt-series were aligned for between 60 to 160 iterations over the course of 

two days while gradually increasing the sampling rate. Three-quarters of the images in the 

dataset had confidently estimated defocus values. CTF correction was not performed before 

tilt-series alignment due to a decrease in contrast, and therefore alignability, of the CTF 

corrected images. The total processing time per tilt-series was between 24 and 48 hours. Of 

the 42 tilt-series processed, 21 aligned to convergence while about one-third aligned to very 

near convergence as described in section 2.1.

3.2. Case study #2: ETomo tutorial dataset

To provide a comparison between the correlation-based alignment method used in Protomo 

as implemented in Appion-Protomo with the widely used marker-based alignment method 

used in eTomo, we have chosen to apply the Appion-Protomo implementation to the freely 
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available eTomo tutorial dataset (O’Toole, 2003). The double tilt-series is of a cross-section 

of the Chlamydomonas basal body with fiducials added roughly uniformly to the top and 

bottom and recorded with a pixelsize of 20.2 Å. The dataset contains raw tilt images for 

each axis together with fiducially aligned models for each axis. For this largely qualitative 

comparison we chose the first axis to perform an Appion-Protomo alignment.

3.2.1. Results—The tilt-series was left unbinned during alignment due to its relatively 

small size (61 images at 512×512) and was aligned for 75 iterations through 5 rounds of 

refinement parameters following Coarse Alignment. In each round the lowpass filters were 

lowered to include increasingly more information in the alignment (Fig. 5, left). Tilt axis 

elevation refinement was turned on at iteration 15, magnification scaling was turned on at 

iteration 25, tilt azimuth refinement and stage orientation was turned off at iteration 55, and 

the correlation mode was switched from mutual correlation to phase-only correlation at 

iteration 56 (Fig. 5). The alignment was automated and took less than five hours on a single 

multicore workstation with approximately half of that time used to create preliminary 

reconstructions and depiction videos.

As seen in Figure 5, the scaled sum of the CCMS values reached a minimum at iteration 69 

while the angle refinements reached convergence. The search area chosen for Protomo 

refinement by area matching intentionally excluded alignment to the fiducials present on the 

top and bottom of the section. In this way, we were able to compare fiducial-less alignment 

with fiducial based alignment on the same tilt-series data. It is noted that excluding the 

fiducials from each back-projection alignment image actually hinders the alignment in 

correlation-based methods due to there still being fiducials in the respective tilt image to 

which the corresponding back-projection image is aligned. One potential benefit of this 

alignment technique is that the specimen, in this case the basal body cross-section, is being 

used for alignment instead of the potentially mobile fiducials. The resulting Protomo 

reconstruction of iteration 69 exhibits the same resolvable information as the eTomo 

fiducial-based alignment and reconstruction (Fig. 6, Movie S5). It is important to note that 

the orientation of the Protomo reconstruction volume presented in Figure 6 and Movie S5 is 

representative of the orientation of the imaged specimen on the grid. Protomo does not by 

default orient the normal of the grid parallel to the normal of the reconstruction volume as 

this would introduce an additional interpolation.

4. Discussion

The workflows presented here reduce the required technical knowledge of the user 

significantly and reduce the time from the microscope to a well-aligned tilt-series using 

correlation-based alignment by an order of magnitude. Prior to the development of Appion-

Protomo, a user without knowledge of Protomo syntax, file management, and reliable 

alignment parameter determination would spend an inordinate amount of time 1) creating 

and parsing Protomo tilt and parameter files, 2) editing parameter files in search of working 

values, 3) diagnosing Protomo error messages, 4) manually starting new refinement 

iterations, 5) manually restarting failed refinement iterations with different parameters, 6) 

converting parameters from real-space values to Protomo values, 7) viewing a tilt-series 

alignment for a given iteration, 8) creating and viewing tomogram reconstructions on a per-
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iteration basis, 9) viewing and interpreting raw alignment statistics, 10) determining well 

aligned iterations, and 11) determining whether an alignment has converged. These 

problems have all been solved in the Appion-Protomo implementation, significantly 

reducing the amount of time required for an average user to produce well aligned tilt-series 

from a data collection session (Table 1).

We have shown that with the current implementation, the amount of time and effort required 

to confidently align tilt-series by cross correlation methods using Protomo is comparable to 

current semi-automated marker-based alignment methods. There is, however, still potential 

for future improvement. The Appion-Protomo alignment and reconstruction scripts currently 

work on individual multiprocessor workstations, yet are fully capable of being run on high 

performance computing clusters. Additionally, while Protomo is fully capable of processing 

dual-axis tilt-series (Winkler and Taylor, 2013), the potential of implementing fully 

automated dual-axis tilt-series alignment in Appion has yet to be realized, yet is possible. 

Other potential improvements include uploading tilt-series alignment runs to the database, 

the full support of raw image formats in addition to the mrc file format (Cheng et al., 2015), 

and the implementation of automated 3D particle picking from tomograms into the Appion 

infrastructure.

With the significant increases in performance, robustness, and ease of use of correlation-

based tilt-series alignment described here, we hope that the workflows provided will 

increase the scope of resolvable specimens and the accessibility of cryo-ET.

5. Software

The Appion-Protomo scripts, which include the web interface files and the Python scripts, 

are available for free in the Appion package (release version 3.2+) which can be downloaded 

from http://nramm.nysbc.org/downloads/.

Protomo version 2.4.1 was used in the development of this software, which relies on the 

newly introduced command line grid search parameters for Coarse Alignment. This Appion-

Protomo implementation is intended to be used with tilt-series images and metadata that has 

been inserted into the Leginon/Appion database. It is recommended that tilt-series be 

automatically collected using the Leginon acquisition software before using Appion-

Protomo. In future Appion releases it will be possible to upload tilt-series from the Appion 

web interface. File Preparation and CTF Correction steps require access to the database.

5.1. Dependencies

Python 2.6+ is required to run the generated commands. Protomo 2.4+ is required for coarse 

alignments, refinements, and back projections. I3 is required for processing reconstructions. 

IMOD (Kremer et al., 1996) is required for CTF correction. EMAN2 (Tang et al., 2007, p. 

2) is required for post-processing reconstructions. Matplotlib and PyLab are required for 

generation of static plots. ImageMagick is required for depiction videos. FFmpeg is required 

for HTML5 video output. NumPy, SciPy, and the Python Imaging Library are used 

throughout. Many of these packages are also required by Appion and are installed when 

Appion and Leginon are installed.
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Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Fig. 1. 
Beam-induced bead motion and bead aggregation. (A) A tilt-series exposure taken at a tilt 

angle of 51 degrees with a dose of 2.34 e−/Å2 after a cumulative dose of 60 e−/Å2, where 

(left) is before frame alignment while (right) is after. Some beam-induced beam motion can 

be observed. (B) A zero degree, frame uncorrected tilt exposure with a dose of 57.5 e−/Å2. 

Clear anisotropic beam-induced bead motion on the order of 1 to 10 nanometers can be 

observed. (C) Hole exposure showing nearly complete gold bead aggregation outside of 

holes. The central hole is (A). Gold colloidal beads are 10nm in diameter in all images.
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Fig. 2. 
Quality assessment plots. (A) A plot of the CCMS(shift) values vs. iteration number for a 

real tilt-series. CCMS plots include a convergence baseline (dotted). The spikes in the 

CCMS plots happen after switching from higher to lower image sampling. This often causes 

the subsequent one or two iterations to over-estimate the shift, rotation and/or scaling values 

while the angle refinements are converging to their new and more accurate estimates. (B) 

Plots of the x and y correction factors for iteration 29 in (A) together with their mean and 

standard deviations. This tilt-series with a CCMS value of 1.26% is well aligned by the 

criteria displayed here. (C) Plots of the x and y correction factors for iteration 27 for 

comparison. Notice that the high tilt angle images on the right of the Correction Factor (x) 

plot are well above 1%, causing the standard deviation to produce an unacceptable 

CCMS(shift) value of 2.27%. Correction factor plots include color-coded mean and standard 

deviation lines (solid and dotted lines, respectively) where the color represents whether the 

value is above or below pre-defined convergence values (red or green, respectively). Tilt-

series and reconstruction videos for iterations (B) and (C) are shown in Movies S1 and S2, 

respectively.
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Fig. 3. 
Defocus estimation and interpolation for the tilt-series in Fig. 2. The inset images show the 

estimated CTF curves and defocus values for a select number of tilt angle images, where 

yellow inner rings indicate a confidently estimated defocus value. Images for which the 

defocus could not be confidently estimated (e.g. inset, left) have their defocus values 

interpolated based on the confidently estimated defocus values over the entire tilt-series 

(blue line). Defocus values were estimated using ACE (Mallick et al., 2005).
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Fig. 4. 
AAV-DJ reconstructions. (A) SPT reconstruction of AAV-DJ from 229 particles from a 

central tilt axis slice of a single tilt-series. (B) Single particle cryo-EM reconstruction of 

AAV-DJ lowpass filtered to 30 Å. UCSF Chimera was used for visualization (Pettersen et 

al., 2004).
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Fig. 5. 
Full CCMS plot and geometry model refinement plots for the Protomo alignment of the first 

axis of the eTomo tutorial tilt-series. The CCMS values and their scaled sum for each 

iteration are shown together with recommended values as dotted lines (left). Lowpass (lp) 

units are angstroms. Angle refinement plots for the tilt azimuth, tilt elevation, and stage 

orientation are shown with convergence in later iterations (right).

Noble and Stagg Page 17

J Struct Biol. Author manuscript; available in PMC 2016 November 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fig. 6. 
Similarly located x, y, and z slice-throughs of the eTomo fiducial alignment (left) and the 

Protomo non-fiducial correlation-based alignment (right). The resolution and level of detail 

in each reconstruction is comparable. Note that the grid of this particular sample was tilted 

and/or bent causing the slab in the reconstruction to be positioned at slight angles as seen in 

the x and y slice-throughs on the right. 3dmod was used for visualization (Kremer et al., 

1996).
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Table 1

Estimated time required for a novice Protomo user to produce a well aligned tilt-series using Protomo 

manually (middle) and using the Appion-Protomo implementation (right). The time required to process 

additional tilt-series is limited by the user’s increase in expertise while using Protomo manually, whereas the 

time required for the Appion-Protomo implementation scales only with the number of processors available to 

perform alignments.

Task User Time Required Manually using 
Protomo

User Time Required using Appion-
Protomo

Creating Protomo files Minutes to hours None

Optimizing Protomo files/parameters Days to months Hours to days

Diagnosing Protomo errors Minutes to months None

Manually refining each iteration Hours to days None

Manually restarting failed iterations Hours to days None

Parameter unit conversion Minutes to hours None

Viewing refined tilt-series per iteration Minutes None

Creating and viewing tomograms per iteration Minutes to hours None

Viewing and interpreting alignment statistics Minutes to hours None

Determining well aligned iterations Minutes to hours None

Determining alignment convergence Hours to days None

Processing time Hours to days Hours to days

Total time required Days to months Hours to days
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