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Abstract

This chapter reviews our work from the past decade investigating cortical and striatal firing 

patterns in rats while they time intervals in the multi-seconds range. We have found that both 

cortical and striatal firing rates contain information that the rat can use to identify how much time 

has elapsed both from trial onset and from the onset of an active response state. I describe findings 

showing that the striatal neurons that are modulated by time are also modulated by overt 

behaviors, suggesting that time modulates the strength of motor coding in the striatum, rather than 

being represented as an abstract quantity in isolation. I also describe work showing that there are 

variety of temporally informative activity patterns in pre-motor neurons, and argue that the 

heterogeneity of these patterns can enhance an organism's temporal estimate. Finally, I describe 

recent behavioral work from my lab in which the simultaneous cueing of multiple durations leads 

to scalar temporal expectation at an intermediate time, providing strong support for a monotonic 

representation of time.
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Introduction

Timing and time perception in the seconds to minutes range, interval timing, is of 

fundamental importance for survival, being implicated as a necessary process for foraging 

(1, 2) and associative conditioning (3, 4), and it serves as the contextual framework through 

which behavior can efficiently map onto the external world. Despite the importance of this 

capacity, our understanding of the neural mechanisms through which temporal perception 

and control are achieved remains minimal. As such, the “Holy Grail” of the field is to 

identify the neural structures, activity patterns, and computational processes that serve as the 

“internal clock”. While this task will necessarily be achieved by triangulating across a range 

of methodologies, such as pharmacological manipulations (5-7), anatomic lesion studies 

(8-11), functional brain imaging (12-15), and genetic analyses (16, 17) , electrophysiological 

recordings in behaving animals are likely to be of foremost importance due to their capacity 

to provide exquisite temporal and spatial resolution of neural activity.

Recording single neuron activity in behaving non-human primates and relating this activity 

to cognitive processes has been occurring for nearly half a century (18, 19). In the vast 

majority of work carried out since then, the subjects are trained over the course of several 
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months to remain motionless during a behavioral task in which a specific cognitive 

operation is being investigated. This approach developed due to concerns that overt 

behavioral changes could be used as a mediating “placeholder” for the cognitive operation 

under investigation. For example, in the frequently used delayed matching to sample task, a 

subject is briefly presented with a stimulus (e.g., a red cue light) and then after a short 

stimulus-free delay is asked to choose the corresponding stimulus when presented along 

with an alternative (i.e., choose the red, rather than green cue light). As the delay lengthens, 

the task requires working memory (as opposed to iconic memory), and alternate strategies 

might be utilized by the subject to improve performance. One such strategy would be a 

differential behavioral response in which the subject engages in a specific behavior during 

the delay (e.g., squeezing its hand following a red cue light), and then evaluates its 

behavioral state, rather than its working memory store, at test. Since such a strategy 

eliminates the working memory demands, thereby preventing the study from achieving its 

goals, these overt behaviors are eliminated during training by having the subject remain 

motionless, and requiring the subject to specify its decision with a highly stereotyped 

behavioral response (e.g., looking left or right) that can be recorded using electromyography 

(EMG) or electrooculography (EOG), to verify that the behavior is not being covertly 

executed. While it is important to keep in mind that other covert behaviors that are not being 

recorded could potentially be functioning in a similar vein, in general, these techniques have 

provided considerable evidence about the neural mechanisms underlying a number of 

cognitive processes (e.g., that neurons in prefrontal cortex are activated in a stimulus-

specific manner during the delay, thereby suggesting an important role in working 

memory(20-22).

Not surprisingly, this restricted behavior strategy has also been extensively used in the non-

human primate studies investigating the electrophysiological activity patterns underlying 

interval timing (23-31). While these studies have revealed a number of important findings, 

ethical and monetary considerations somewhat prohibit us from carrying out other important 

studies on non-human primates. For example, although showing that a certain neural 

structure has firing patterns that are consistent with it serving as an internal clock process is 

important, removing the structure to assess its necessity in timing is a critical next step. 

Furthermore, it would be quite useful to be able to evaluate how these neural firing patterns, 

and the corresponding temporal control of behavior, change in response to lesions of the 

region's input structures. Such studies can be more feasibly done in rodents. In addition, the 

vast majority of studies on interval timing behavior conducted over the last 3 decades have 

been done in rats and pigeons, and identifying the neural underpinnings of timing behavior 

in these species provides a necessary direct link to such work.

Neurophysiology of Timing in the Rat

For these reasons, a number of years ago, we began conducting ensemble 

electrophysiological studies on rats trained to respond in a temporally controlled manner for 

food reinforcement. In the spirit of this book serving as an educational resource, I will 

briefly reflect on my observations and thoughts from my initial forays into the 

electrophysiology of time in rats. While it may go without saying, the most important 

element in task design is to consider appropriate experimental control. Simply recording 
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neural activity while a rat engages in a temporal production task (e.g., the peak-interval 

procedure - 32), does not provide sufficient leverage for identifying the mechanisms 

contributing to temporal perception. Obtaining peak-shaped neural activity may be evidence 

of an internal temporal representation that functions in a non-linear manner, computing 

similarity to previously reinforced neural “clock” states, or it may be that one is recording 

from an effector process, such as that used for generating the motor output to make the 

behavioral responses. As described above, the necessary approach is to shape the subject's 

behavior so that it differs from the obtained neural activity pattern. In this way, the neural 

pattern can potentially be interpreted as reflecting a central, cognitive operation, rather than 

the reflection of an input or output signal. In the non-human primate studies described 

above, by keeping the subject motionless, the dynamic evolution of neural activity cannot be 

directly related to behavior, which is essentially stationary.

Following a similar strategy, we initially thought that a temporal perception task, such as the 

duration discrimination task (33), would serve this function. In a duration discrimination 

task, the subject is exposed to a stimulus (e.g., a tone) for one of two different durations, 

after which it classifies the length of the duration by making a choice response. In contrast to 

a temporal production task in which the animal responds at times when it anticipates that 

food reinforcement is available, there is no need to respond during the to-be-timed interval. 

Instead, it can conserve energy by simply perceiving the duration of the stimulus, and then 

making a decision regarding stimulus length once the stimulus has terminated. However, a 

paper was published at roughly the time at which we were considering experimental designs 

that demonstrated that rats would utilize a behavioral strategy to facilitate their temporal 

decisions, such that they would position themselves in front of the “short” response lever 

early in the trial, and then switch to being in front of the “long” response lever in a 

probabilistic manner as a function of elapsed time (34). This behavioral sequencing strategy 

is in some ways similar to humans counting seconds to enhance their temporal precision (35, 

36), in that the rats are using a mediating spatial sequencing strategy. We decided to make it 

more difficult for the rats to utilize this strategy by requiring them to hold down a central 

lever during the to-be-perceived interval, thereby preventing this sequential behavior 

approach. Remarkably, the rats simply suppressed their locomotor behavior without 

eliminating it completely. Specifically, they held down the central lever with their forelimbs, 

while probabilistically directing their rump toward the appropriate lever as a function of 

time. While we considered incorporating further behavioral restrictions to prevent such 

behavior, I began to believe that we ran a strong risk of simply blinding ourselves to the rat's 

behavioral strategies, rather than eliminating them. Indeed, a topic of discussion in the lab at 

this time was whether all electrophysiological studies suffer from the so-called “sphincter 

problem”, (i.e., whether an internal behavior exists that co-varies with the cognitive event 

being studied and is the source of the neural activity, but as we are unable to see this internal 

behavior, we conclude that it doesn't exist).

As a result, I decided it would be more profitable to allow our subjects to engage in 

whatever behaviors they wished to mediate time, and to record these freely emitted 

behaviors as they emerged in time. In this way, we would be able to identify periods of time 

in which the subject's behavior was stationary (e.g., a continuous bout of operant 

responding), thereby allowing us to examine the dynamics of neural activity that occurred 
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during these behavioral states. These neural dynamics could then be interpreted in the same 

way that one would interpret neural activity obtained while the subject was in a motionless 

state. Moreover, this approach has several advantages in comparison to a motionless 

recording strategy. First, it dramatically minimizes the problem of covert behaviors 

contributing to the neural activity profiles because we are not training our subjects to 

suppress overt behaviors, thereby potentially facilitating the adoption of covert behavioral 

strategies. Second, the training time required to teach subjects to remain motionless is 

eliminated. Third and most importantly, we are allowing the subjects to generate temporally 

controlled behavior in an unconstrained manner, which provides the best approximation to 

the cognitive and behavioral strategies used in the real world.

Specifically, we adopted a matched behavior strategy (37) in which the same overt motor 

behaviors are elicited under different cognitive or motivational states, here different 

temporal expectations. In this manner, the neural activity associated with the operant 

behaviors can be “subtracted out”, and firing rate differences can be associated with the 

different temporal expectations. Specifically, we utilized a multiple duration peak-interval 

procedure. A peak-interval procedure is a variant of a discrete trials, fixed-interval schedule 

in which a to-be-timed stimulus commences and the first operant response (e.g., a lever 

press) after the criterion duration has elapsed (e.g., 10 sec) provides reinforcement and 

terminates the signal. Responses made prior to the criterion duration have no programmed 

consequence. In the peak procedure, a proportion of trials are non-reinforced probe trials in 

which the signal stays on for three to four times the criterion duration, before it terminates in 

a response-independent manner. The average response rate as a function of signal duration 

on these probe trials (the peak response function) rises gradually from a low operant rate at 

trial onset to a peak around the criterion time, and then returns in a nearly symmetrical 

manner to the baseline rate following the criterion duration. The time of maximal 

responding, the peak time, is used as a measure of the subject's temporal expectation of 

reinforcement, and the spread of responding is used as a measure of the subject's temporal 

precision. The response rate at the peak time, the peak rate, is used as a measure of 

motivation. When tested with multiple durations with equal payoff likelihoods, it is 

commonly found that the peak rate for a short duration (e.g., 10 seconds) is greater than the 

peak rate for a longer duration (e.g., 40 seconds), potentially reflecting a greater value of 

obtaining reward with a shorter delay(38). A hallmark of interval timing behavior is that it 

obeys the scalar property, or Weber's Law applied to temporal control (39-41). It is seen 

behaviorally in that the breadth of the peak function is proportional to the peak time. In other 

words, the peak spread when timing 10 seconds is four times smaller than the peak spread 

when timing 40 seconds. The scalar property is often graphically depicted by normalizing 

the peak functions as a function of peak rate and peak time, so that the resulting functions 

are plotted as a proportion of maximal rate on the ordinate, and a proportion of peak time on 

the abscissa. When this is done, the peak functions for different durations overlap, or 

superimpose, suggesting that the subject's decision to respond is based on a proportional 

similarity to the criterion duration, and is simply scaled for different durations.

At first glance, the differences in peak spread and peak rate for different durations appear to 

hinder the use of a matched behavior strategy, as the behavior is not identical across the 

different durations. However, these differences in behavior are an artifact of averaging 
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across multiple trials, and this concern is mitigated when the subject's behavior is examined 

on the level of individual trials. Specifically, the behavior on single trials is well 

characterized by a sequence of three response rate states, a low-rate state in which the 

subject is not actively engaged in operant responding, a high-rate state in which the subject 

responds repeatedly on the operant manipulandum at a high rate, and then another low-rate 

state. While the low-rate states may be composed of a variety of behaviors (e.g., sitting 

quietly, grooming, general locomotor activity, checking the food magazine, occasional 

operant behavior, etc.), the high-rate state is composed of continuous operant behavior, 

emitted at a near constant rate. Importantly, the rate of responding during this high rate state 

does not tend to differ across durations. Rather, the differences in peak rate and peak spread 

seen in the mean functions are a result of increased variability in the start and stop times 

associated with the high rate state. I should note here that the claim that the high rate state is 

identical across all durations needs to be examined more closely in the future, perhaps 

utilizing the change point detection algorithm recently developed by Gallistel and colleagues 

(42, 43), as we have seen that the high rate state for long durations is sometimes composed 

of periods of high rate responding interspersed with brief visits to the food magazine, 

whereas these excursions are less common when responding for short durations (see also 

44)). At any event, by selecting periods of time in which the operant behavior is emitted at 

equivalent high rates, the neural activity during these periods can be directly compared, and 

differences in neural activity can be ascribed to differences related to temporal expectancy 

or directly related variables such as value.

Over the past decade we have published several papers using this approach, and I will 

review our findings in this chapter. Matell, Meck (45) trained rats on a two-duration fixed-

interval procedure to lever press for possible food reinforcement at 10s and 40s from signal 

onset (see Figure 1, Panel A). Briefly, onset of a tone signaled that the trial had begun. On 

some trials, the first response after 10s was reinforced and the trial was terminated. On other 

trials, the first response after 40s was reinforced, and the trial terminated. Subjects did not 

know which duration would pay off on each trial, and therefore began responding around 

10s, and if this didn’t pay off, they paused responding, and then initiated responding again 

around 40s. Because of the probabilistic nature of reinforcement for the 10s duration (25%), 

but 100% reinforcement at 40s (if the trial wasn’t reinforced and terminated at 10s), 

response rates peaked at similar levels at 10s and 40s. A hallway and barrier were 

constructed around the response lever, so that the rats could only respond using their right 

forepaw, with their body directed away from the front wall, to more adequately match the 

behavioral state across durations. Single unit firing rates were recorded from the anterior 

dorsal striatum and the anterior cingulate cortex while the rats engaged in this task. The 

majority of the neurons in both areas showed firing rate fluctuations that peaked (or dipped) 

at the times of lever pressing activity, suggesting either a direct relationship with the motor 

activity of lever pressing which peaked at the criterion times, or with the associated 

expectation of reinforcement that motivated the lever pressing. More importantly, a modest 

proportion (~25%) of these neurons had different firing rates during a response window just 

prior to the 10s criterion compared to an equally wide response window just prior to the 40s 

criterion (see Figure 2). Close investigation of these response windows revealed that they 

were composed of a mix of behaviors, including lever pressing, food cup checking, and 
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moving between these locations. As such, we restricted our analysis to the periods of time 

within these windows during which the rats were actively poking (i.e., a high response rate 

state), and we used the lever press topography (e.g., the press duration) as a covariate in our 

analysis. This analysis revealed that 22% of the striatal neurons and 15% of the anterior 

cingulate neurons had different firing rates during equivalent behavioral segments that 

occurred at different times. We interpreted these differential rates at the two intervals as 

indicating that these cells are sensitive to elapsed time.

These results are consistent with the postulates of the Striatal Beat Frequency Model (46, 

47) that striatal neurons are integrating time-varying cortical activity patterns to generate a 

temporal expectation. Specifically, the Striatal Beat Frequency model proposed that a broad 

array of cortical neurons have sub-threshold oscillations in their membrane potentials, with 

different neurons having different underlying periodicities. These sub-threshold oscillations 

would result in a pattern of spiking that carries this oscillatory signature (i.e., a Fourier 

analysis would reveal maximal power at the neuron's oscillation frequency). The model 

proposes that the onset of a biologically relevant signal would synchronize the oscillatory 

phase of these neurons, but because of their different intrinsic periodicities, their firing 

should rapidly desynchronize. As a result, the dynamic pattern of activity across the cortex 

will evolve and could represent the amount of time elapsed from the synchronizing event. 

As individual striatal neurons receive input from 10,000-30,000 different cortical neurons 

(48), they are in a unique position to detect a specific constellation of cortical activity (49). 

We proposed that dopamine-mediated long-term potentiation would strengthen the synaptic 

weights of those neurons that were firing around the time of reinforcement, whereas long-

term depression would dampen synaptic inputs that were uncorrelated with reward. As such, 

individual striatal neurons would be stimulated in proportion to the degree to which the 

current cortical activity pattern matched the pattern associated with previous reinforcement. 

When the amount of stimulation surpassed a threshold, the striatal neuron would fire, 

indicating that “time is up”. In this way, the dynamic evolution of cortical activity reflects 

the clock stage of an information processing account of timing, the cortico-striatal synaptic 

weights reflect the memory stage, and striatal activity reflects the decision stage. 

Intriguingly, the difference in firing rate across the two trained durations was consistently 

larger in the striatal neurons than the cortical neurons. This finding is consistent with the fact 

that striatal output through the basal ganglia feeds back to the cortex and merges with on-

going cortical activity, which should cause the firing pattern of the cortical neurons to reflect 

a dampened version of the striatal decision stage output. On the other hand, we did not see 

any oscillatory activity in the cortical activity, which is inconsistent with the proposed clock 

process of the striatal beat frequency model. Furthermore, the model did not simulate the 

effects of feedback, so it remains unclear whether the model's ability to generate temporal 

expectancy would be helped or hindered by such striatal-thalamo-cortical feedback. 

Nevertheless, while the first issue is a bit of a thorn in the side of the model, the basic tenets 

of dynamic cortical activity being filtered by a synaptically based memory and read out by 

striatal neurons remains consistent with the data.
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Motor Timing or Abstract Timing?

While the results of the study described above provided clear information that elapsed time 

modulates striatal activity, the results were ambiguous in regards to what aspect of temporal 

information was being represented. Take for example the neuron depicted in Figure 2, which 

was representative of the majority of temporally informative firing patterns. There is a 

prominent peak at 10s, and a secondary, smaller, rise to 40s. One possible coding scheme 

that is consistent with this pattern is what we can call “abstract temporal coding”. In this 

scheme, times of high spike activity correspond to times at which the rat expects food to be 

available, irrespective of the motor actions concurrently emitted by the rat. The difference in 

maximal firing rate at the two criterion times might reflect that the neuron is specifically 

tuned to the 10s duration, or it could reflect the increased precision of representing 10s 

compared to 40s (i.e., scalar timing), with both times being fully represented by the neuron. 

In this coding scheme, the temporal information contained in striatal firing rates would be 

passed to downstream structures that control motor behavior, thereby allowing temporally 

appropriate responding. This coding scheme can be contrasted with “temporal motor 

coding” in which the firing rate of the neuron partially reflects the motor behaviors being 

emitted. In this case, the firing fluctuations are a result of behavioral fluctuations (rather 

than the cause), and the neuron firing more at 10s than 40s would be due to a temporally 

informative signal generated either intrinsically or extrinsically (i.e., from another brain 

structure) and enhancing or diminishing the strength of the motor-related firing. To make 

this distinction clear, imagine that we were able to disrupt the rat's motor behavior, such that 

responding was occurring in a random manner across time, as shown in a graphical manner 

in Figure 3. In the “abstract temporal coding” scheme, the striatal neuron's firing rate would 

nevertheless continue to peak at the criterion time. In contrast, in the “temporal motor 

coding” scheme, the firing rate co-varies directly with the response pattern, while a 

temporally signal (shown in black) modulates the strength of the response-related activity.

To investigate this issue, we wanted to conduct another experiment in which the rats would 

respond without a corresponding temporal expectation (e.g., comparing responding on a 

fixed-interval schedule with responding under a fixed-ratio schedule). However, this brings 

up a point of possible contention, namely whether a behavior can be executed without a 

corresponding temporal expectation. In other words, it seems possible that an organism 

might always know something about the average time until reward, even if elapsed time is 

not the contingent factor, as in a fixed-ratio schedule. If this is the case, then comparing 

across so-called timing versus non-timing conditions would be meaningless, as there are no 

non-timing conditions. Indeed, a recent theory of learning by Gallistel and Gibbon (3) 

proposed that all associative learning is based upon establishing the temporal relationships 

between events. Therefore, we opted to compare responding for a temporally predictable 

reward to responding for a temporally unpredictable (or at least much less predictable) 

reward. Specifically, we trained and tested rats on a discrete trials, probabilistic, concurrent 

variable-interval, fixed-interval reinforcement schedule (see Figure 1, panel B). In this 

procedure, all trials began with the onset of a tone. On some proportion of the trials (33%), 

responding at one nosepoke aperture (e.g., one on the left) would be reinforced on a 15s 

variable-interval schedule, meaning that reinforcement was “primed” at a constant low 

probability at each moment the rat had its snout in the nosepoke aperture. The probability 
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was set so that a rat who simply held its nose in the left aperture would earn reinforcement 

on average after 15s, but the precise time at which reinforcement was delivered varied 

randomly across trials. Upon reinforcement, the trial ended. On other trials (33%), 

responding on the center nosepoke was reinforced on a 15s fixed-interval schedule, such that 

the first center response at or after 15s would be reinforced, and the trial would terminate. 

Additionally, in order to facilitate stable responding, if the rat was holding its snout in the 

center nosepoke aperture at the moment 15s elapsed, reinforcement was delivered (see 50). 

Finally, 33% of the trials were non-reinforced probe trials which lasted at least 40s and 

terminated independently of responding (51). No signal was provided to the rat to indicate 

what type of trial was in effect. Finally, aluminum hallways were constructed around the 

nosepoke apertures to prevent rapid switching between nosepokes and to minimize any 

postural differences across nosepokes or elapsed time.

Our goal here was to have the rats responding on the fixed-interval nosepoke around 15s, 

but responding at the temporally unpredictable variable-interval nosepoke at all other times. 

In this manner, motor behavior (i.e., nosepoking) would be emitted at a relatively constant 

rate across the entire trial, except for the times at which the rat switched from one nosepoke 

to the other. Figure 4 (top) shows the rat's likelihood of occupying the nosepoke, and the 

pattern of behavior on a representative single trial (Figure 4, bottom). As can be seen, the rat 

was either responding on the VI or FI nosepoke, or switching between the nosepokes. As 

such, we could compare the firing rates across time, as well as across different levels of 

temporal predictability of reward, while the nosepoking behavior was roughly constant. 

Further, because overt motor behaviors were most prominent during the transition periods 

when the rat switched nosepokes, we could address the temporal modulation versus abstract 

timing question described above. Specifically, if striatal activity represents time in an 

“abstract” manner, divorced from any motor behaviors required for reinforcement, then 

average firing rates should be characterized by ramp shaped or peak-shaped activity profiles 

over the entire trial, without abrupt changes in firing at the transition periods in which a 

broad array of motor behaviors are emitted (52). In contrast, if the striatal activity is 

dependent on motor activity, there should be abrupt changes in firing rates during the 

transition periods, above and beyond any modulation related to elapsed time.

Our recordings demonstrated that 82% of the cells had different firing rates when comparing 

the same behavior (e.g., nosepoke holding) across different response phases (e.g., variable-

interval responding compared to fixed-interval responding), thereby supporting the notion 

that striatal neurons are a major contributor to interval timing behavior as suggested by our 

(45), and others (8, 29, 53, 54) findings, as well as the Striatal Beat Frequency model (46). 

Intriguingly, some neurons had clear peak or ramp shaped activity profiles across the trial or 

within select phases of the trial (Figure 5) when we restricted the analysis to the periods of 

time in which the rat's snout was held within one or both nosepoke apertures (i.e., when it's 

behavior was controlled for). However, when we examined firing rates across the entire trial 

(i.e., including the transition periods - the periods of time in which the rat was moving 

between the fixed-interval and variable interval nosepokes), we almost always saw dramatic 

modulation of firing rates during these transition periods. Indeed, of those cells showing a 

difference in firing rate across the hold periods (55% of all cells), 91% of them showed 
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significant modulation of firing rates during one or more of the transition periods as 

compared to both of the surrounding hold periods. For example, Figure 6 shows the average 

firing rates from several representative neurons during the nose-poking periods and during 

the transition periods. The nose-poking periods that were analyzed were restricted to the 

periods of time in which the rat was holding its snout within one of the nosepoke apertures. 

The transition periods are composed of two sub-periods: the first 200 msec after the rat left 

the nosepoke aperture at which it had been responding (e.g., the variable-interval nosepoke), 

and the last 200 msec before the rat entered the nosepoke aperture in which it would 

subsequently be responding (e.g., the fixed-interval nosepoke). Based on visual inspection of 

the rats’ behavior, these transition sub-periods were composed of either backing away from 

the nosepoke (the 1st sub-period), or locomoting toward the nosepoke (the 2nd sub-period). 

As can be seen, the firing rates during one or more of the transition behaviors are 

dramatically different than that found for the surrounding hold periods. Indeed, in most of 

the cases, the firing rates during the transition behaviors moved in the opposite direction 

from what would be expected from a neuron whose firing rates showed ramp or peak 

patterns. For example, in Figure 6a, the neuron showed a peak-like structure, firing on 

average at 4.8 spikes/sec while initially holding its snout in the variable-interval nosepoke, 

rising to 6.8 spikes/sec during the period of time in which it was holding its snout in the 

fixed-interval nosepoke, and dropping to 5.5 spikes/sec upon returning to the variable-

interval nosepoke. However, when the rat was approaching the fixed-interval nosepoke, its 

firing rate was significantly below the firing rates of all of these hold-periods, which is 

incompatible with a peak shaped activity profile that is un-perturbed by motor activity. A 

similar situation is seen in Figure 6b, in which the firing rates during the hold periods grow 

in a monotonic manner across the three hold phases. If this neuron were solely coding time, 

irrespective of motor activity, one would expect the firing rates during the transition periods 

to be in-between the firing rates of the surrounding hold periods. In contrast, the firing rates 

during the transitions were both below (while the rat was backing away from the nosepokes) 

and above (while the rat was approaching the nosepokes), the surrounding hold period rates. 

As such, these data are clear in demonstrating that striatal neurons are not solely encoding 

time as an abstract entity. Instead, the passage of time appears to interact with their 

behaviorally-linked activity, thereby supporting the striatum representing time through 

temporally-modulated motor coding.

A Variety of Temporally Informative Patterns

Given the lack of an abstract representation of time in the striatum, we therefore turned to 

the inputs of the striatum to attempt to locate the structure(s) that might represent the 

passage of time in a monotonic or unimodal manner, without the influence of co-occurring 

behaviors, as predicted by many psychological models. The majority of excitatory striatal 

inputs come from the cortex, with some additional inputs arising from the thalamus, as well 

as modulatory dopaminergic inputs from the substantia nigra pars compacta (55). Given 

work showing that the firing patterns of substantia nigra neurons relate to signal onset as 

well as trial outcomes (56-58), rather than showing across trial patterns of activity associated 

with elapsed time (although see 59), we felt that the search for a representation of elapsed 

time should be focused on the cortex. Of course, the cortex is a broad area, and despite the 

general topographic organization of cortico-striatal inputs, with motor cortical areas 
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projecting to motor striatal areas, etc. (60), there is sufficient overlap in projections to keep 

the search open across all cortical areas. Related to this issue is the current question in the 

field regarding whether the timing system is centralized (and amodal) or localized to specific 

sensory systems (61-63). To the extent that the striatum is critically involved in timing, one 

might surmise that both situations may be simultaneously instantiated, as the majority of 

cortico-striatal inputs would remain largely segregated to specific sensory, motor, or 

association cortical channels (thus being sensory-specific), whereas the sparser overlap in 

projections could allow a limited degree of cross-modal interaction (thus being amodal).

In our initial work described above (45), we recorded from the anterior cingulate cortex, 

which makes up a substantial portion of the inputs to the dorsal lateral striatum that was 

recorded in the above studies. However, we found scant evidence of monotonic or peak-

shaped (uni-modal) activity patterns. Based on evidence from other electrophysiological, 

functional imaging, and ERP studies (24, 28, 64-69), the premotor and supplementary motor 

cortices appeared as likely areas to provide a temporal signal. As such, in collaboration with 

Eric Shea-Brown and others (70), we decided to record from the medial agranular cortex, 

which has been suggested to be the rodent homologue of premotor cortex (71, 72). In this 

study, we continued to use a matched behavior design, a two-modality, two-duration peak 

procedure, such that the same response nosepoke and nosepoke requirements were used to 

earn reward for two different durations (i.e., 10s and 20s), with two different discriminative 

stimuli (i.e., tone and light) signaling which duration to time (see Figure 1, Panel C). To 

equate response strength across the two durations, the 10s cue was reinforced on 25% of 

trials in which it occurred, with the other 75% of its trials being non-reinforced probe trials 

lasting three to four times the criterion duration, whereas the 20s cue was reinforced on 50% 

of the trials on which is occurred, and the other 50% of its trials being non-reinforced 

probes. In addition, non-reinforced stimulus compound trials were presented in which both 

the 10s and 20s cues were presented simultaneously.

As shown in Figure 7, peristimulus time histograms showed a range of patterns across time 

and trial type, with roughly half of the neurons (46%) having significant fluctuations in rate 

as a function of time in the trial. Of these task sensitive neurons, 59% had peak shaped 

activations, whereas 21 % were ramp-like on at least one of the trial types. Intriguingly, only 

4 cells out of the 155 recorded (e.g., Fig 7, top) showed the same pattern of activation across 

all trials types. Thus, it appears unlikely that neurons representing a purely abstract temporal 

signal that operates across modalities and behavioral domains are contained within this 

structure. However, as there is no reason to require the same neurons to provide a temporal 

signal for all scenarios, and as a substantial proportion of neurons showed patterns of 

activity across the trial that could provide an effective clock signal that maps onto time, we 

felt these data deserved further examination. As with the studies above, because these 

subjects were freely behaving, the possibility remained that the activity patterns shown in 

Figure 7 might be related to overt motor activity and not directly associated with the passage 

of time.

Indeed, the behavior of the rats in this procedure was similar to what is seen in a single 

duration peak-interval procedure, where the rate of operant responding is very low at the 

beginning of the trial, abruptly switches to a high rate sometime before the criterion duration 
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has elapsed, and then abruptly returns to a low rate sometime after the criterion duration has 

passed (73). In the current experiment, we captured this state of temporally controlled, goal-

directed, responding by plotting the occupancy (i.e., in or out) of the rat's snout in the 

nosepoke as a function of time in the trial, and then exhaustively fitting all possible “out-in-

out” step functions until the deviation between the data and the step function was 

minimized. We saw that the rat's snout occupied the nosepoke less than 10% of the time 

during the obtained “Out” states, whereas it was within the nosepoke more than 60% of the 

time during the obtained “In” state. We then restricted our analysis of the firing patterns to 

those periods of time in which the rats were in the “In” state, so that the temporal evolution 

of overt motor behaviors across the trial could not account for the fluctuations in firing rate. 

Figure 8 shows the firing rates of a representative sample of neurons as a function of time 

during this “In” state, as well as the rat's occupancy of the nosepoke. Because the length of 

the “In” state varied across both trials and trial types, we plotted these PSTHs using a 

relative measure of time, the proportion of the “In” state period. As can be seen, nosepoke 

occupancy during the “In” state was not constant, but fluctuated to some degree as a 

function of time. Therefore, to further account for this non-stationarity of the rat's behavior, 

we used the nosepoke occupancy as a covariate when analyzing the firing rate fluctuations 

across time. In this way, fluctuations in firing rate that are related to fluctuations in 

occupancy can be “subtracted out”.

Our primary goal here was to ascertain the shape of the firing (i.e., whether it was peak or 

ramp shaped), as well to assess whether the firing rate on an individual trial was reliable 

enough for an ideal observer to discriminate elapsed time. To do this, we utilized linear 

discriminant analysis (LDA), which allows one to ask whether a dataset, when split into two 

(or more) categories, has sufficient separation in their measured statistics, here spike rates, 

to be reliably segregated (74). Given the limited number of trials available before the 

subjects became satiated, we asked the simplest question possible: whether the pattern of 

firing provided sufficient information to predict whether the rat was in the first or second 

half of the “In” state. The assumption here is that the rat begins responding some time before 

it expects to get food, but doesn’t stop responding until it is sure that food is not available 

(e.g., onset of “in state at 7s, expectation of food at 10s, end of “In” state at 13s). We are 

then asking whether the pattern of activity from 7s to 10s (i.e., early half of the “In” state) is 

different from the pattern of activity from 10s to 13s (i.e., late half of the “In” state). A 

graphical example of the approach is shown in Figure 9, and described here. To assess 

whether either the rate of firing, and/or pattern of firing, of a hypothetical neuron is different 

between the early and late halves of the “in state”, we split each half period into 2 bins (i.e., 

early bin 1, early bin 2, late bin 1, and late bin 2). We then plot a point (here in blue) 

specifying the firing rate during the first half of the “In” state from a single trial on a 

Cartesian plane, with the firing rate in early bin 1 specifying distance along the X-axis, and 

the firing rate in early bin 2 specifying distance along the Y-axis. The firing rate of this 

hypothetical neuron during the second half of the trial is plotted in a similar manner, but 

with a different symbol (here in red). For example, imagine on trial 1, the firing rate during 

the “In” state progresses as follows [spike rate = 3,5,8,12 spikes/sec for early bin 1, early bin 

2, late bin 1, late bin 2, respectively]. The point in blue at (3,5) and the point in red at (8,12) 

represent this trial. From these two points, one can see that the neuron monotonically 
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increased its firing rate from the 1st to the 4th bin (i.e., ramped). In comparison, if the two 

points on a single trial were at (5,10) and (9,6), the firing rates would be construed as 

peaking. A line that connects these dots specifies what is referred to as the feature dimension 

in which the difference between categories (early versus late) is maximal. By crossing this 

feature line with a perpendicular “boundary” line at the midpoint, one could then evaluate in 

a subsequent trial, whether the current firing rate is more similar to the early half or the late 

half of the first trial, simply by asking which side of the line it falls on. For example, if you 

observed that the spike rate was 4 spikes/sec in the first bin of time you watched the neuron 

and 6 in the second bin of time, you should predict that you are in the early half of the “In” 

state. Instead of doing this for one trial, LDA allows one to do this for all of the trials, such 

that the feature line identifies the dimension over which the clusters of blue and red are 

maximally separated based on their means as well as their variances. Finally, because we 

were interested in evaluating how reliable single neuron firing was at providing this 

information, we utilized the standard approach of leave-one-out cross validation, which 

computes the feature and boundary line based upon all trials but one, and then asks whether 

the remaining data point is classified correctly. This process is reiterated, such that every 

trial is assessed using the features and boundaries from all other trials, and the overall 

percent correct is compared to chance (using a standard binomial test with n trials).

This analysis revealed that 55% of the recorded neurons provided information that could be 

used by an ideal observer to reliably discriminate whether the rat was in the early or late half 

of the “In” state. The trial types on which a particular neuron provided information differed, 

with 34% of the neurons providing information on short trials, 25% on long trials, and 39% 

on compound trials. Only 10% of neurons could reliably discriminate time on all three trial 

types when each trial type was examined individually. On the other hand, when the same 

analysis was performed after pooling across trials, thereby increasing power, but also 

requiring the neural activity pattern to transcend trial type specific activity, we found that 

43% of the neurons provided reliable information regarding relative time in the “In” state. 

Intriguingly, when we examined the firing patterns that provided this information, we found 

a roughly equal distribution of all possible patterns that could be described by 4 bins (i.e., 

positive and negative ramp patterns as well as positive and negative peak patterns). Similar 

variation of patterns was seen for all trial types. To more thoroughly explore this variability 

in firing patterns, we simplified our description of the pattern by re-binning the data into 3 

bins, rather than 4, such that a monotonic increase or decrease represented a ramp pattern, 

while a non-monotonic pattern of activity across the 3 bins represented a peak or dip. We 

then graphically characterized the shape of firing as a vector in Cartesian space, by plotting 

the relative change in rate from bin 1 to bin 2 on the abscissa and the relative change in rate 

from bin 2 to bin 3 on the ordinate. In such a plot, lines falling in quadrants 1 and 3 indicate 

positive and negative ramping, respectively, with the slopes indicating the degree and 

direction of non-linearity. Similarly, lines falling in quadrants 2 and 4 indicate peak or 

valley shaped firing, respectively, with the slopes indicating the degree and direction of 

skew. As shown in Figure 10, there were not only a variety of firing patterns in terms of 

ramps versus peaks, but also in terms of the non-linearities and asymmetries.

Surprised by this variety of temporally informative firing patterns, we asked whether such a 

scenario provided some benefit to the organism. Specifically, we compared the errors in 
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temporal estimation produced by a model that relates spike counts to elapsed time. We first 

considered a hypothetical population of ramping cells with Poisson noise, and found that the 

estimation error was minimized when the rate of ramping was maximally steep (under 

constraints of maximal firing rates of 40 Hz). This outcome results from the fact that the 

steeper the slope, the larger the change in spike counts per unit of time, thereby providing 

maximal discriminability across time. Additionally, the relative rate change is maximal at 

low firing rates, so sensitivity is greatest at the beginning of the trial for a positively ramping 

cell, and the end of a trial for a negatively ramping cell. The next model we considered was 

composed of neurons which peaked or dipped rather than ramped. This model provided a 

27% improvement over the ramping models, due to the maximal firing rate changes 

occurring over a smaller window of time (i.e., the slope of the ramp is steeper as the change 

in rate occurs from trial start to the peak time, rather than to trial end), and essentially 

equivalent performance for peaks and dips. Finally, we considered a model in which the 

population was constructed of a mixture of peaks, dips, and ramps, and in which the peaks/

dips could be maximal/minimal at different times across neurons. This heterogeneous model 

improved the estimation error of the homogeneous peak/dip case by an additional 13%. The 

basis for this further improvement resulted from the minimal firing rates occurring at 

different times (i.e., the dips hit zero spikes/sec at different times for different neurons). As 

stated above, the relative change in firing rate for a given slope is maximal when the firing 

rate is minimal, so by having the maximum relative change at a variety of temporal 

locations, timing is maximally precise at each point in time.

These findings suggest that animals have access to neurons with a variety of different firing 

patterns which could be used to estimate elapsed time, and if accessed as an ensemble, could 

enhance perceptual sensitivity. It should, of course, be noted that the availability of these 

patterns in no way implies that these patterns or neurons are actually used by the animal to 

control behavior in time. Such limits for interpretation are true for every recording 

experiment, as they are simply correlational. Nevertheless, the fact that we found that so 

many different patterns co-vary in a reliable manner as a function of time serves as a bit of a 

cautionary note for further study. Indeed, due to the relatively small number of trials, and to 

prevent over-fitting in the LDA, we used the smallest number of bins (i.e., 4) that could 

provide a time-varying pattern of activity, which in turn means we had the lowest resolution 

for identifying temporal dynamics. Thus, the neural firing patterns that are actually available 

to the animal could be considerably more complicated than this, and our theories may not be 

sufficiently advanced to provide incentive to look for such patterns. Indeed, while a number 

of studies have found or suggested ramp-like activity during timed or delay intervals (22, 

25-27, 69, 75-77), one must be prudent in identifying the degree to which other patterns may 

have been present but unreported and unexplored due to biases resulting from the analytic 

technique used.

Temporal Memory Averaging

In the above experiment, we occasionally presented the rat with compound probe trials in 

which both the “short” cue that signaled reinforcement might be available after 10s and 

the ”long” cue that signaled that reinforcement might be available after 20s were presented 

simultaneously, and no reinforcement was provided. We added these compound probe trials 
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in order to verify that the differential firing patterns seen across trials were not simply the 

result of different sensory stimuli being concurrently present. Indeed, we found that 

approximately half the neurons (35/75) that fired with a different pattern during the “In” 

state on short versus long trials, also had reliably different patterns on the compound trials as 

compared to both of the component, single cue, trials. In other words, similar to the 

differences in firing seen across time within a trial, these neurons had reliably different 

patterns across trial types that were not related to the presence or absence of a sensory 

stimulus. As such, these data further support the notion that premotor neurons are sensitive 

to the amount of time that has elapsed in the trial.

When we designed this task, we anticipated that the rats would adopt a “cover the bases” 

response strategy on these compound trials, initiating responding as though reinforcement 

might be earned after the short duration elapsed, and continuing to respond until the long 

duration elapsed. Unexpectedly, we found that the rats’ behavior on these compound trials 

peaked at a time in between the peak times of the component trials, and furthermore, that the 

peak function was scalar. Given the remarkable nature of this finding, and out of concern 

that the electrode implant surgery or recording cables might have somehow contributed to 

the effect, we reran the experiment in naïve rats that were not implanted with electrodes 

(78). As shown in Figure 11, we again found scalar responding at a time (16s) in between 

the component peak times of 10s and 20s. Importantly, the fact that responding was scalar is 

not consistent with a scenario in which the rats respond to both of the cues in an independent 

manner. Rather, we interpreted these data as indicating that the presentation of each 

component cue led to the retrieval of the appropriate temporal memory, and due to the 

presumed discrepancy in when reward is judged to be available, the subjects averaged or 

integrations these temporal memories and timed this average expectation in an otherwise 

normal manner.

Subsequent studies (79, 80) have demonstrated that this temporal memory averaging occurs 

across a range of component durations and duration ratios, indicating that this is not a one-

shot phenomenon related to a specific set of durations. Intriguingly, this scalar averaging is 

only seen when the reinforcement densities of the component cues are approximately equal 

(i.e., when an increased probability of reinforcement for the long duration offsets the 

diminished subjective value associated with the longer delay (81). Furthermore, across 5 

different studies, the time of peak responding on compound trials could be accurately 

predicted by an average of the component peak times, but only when each time was 

weighted by its relative probability of reinforcement. Together, these data suggest a tight 

link between value and time, and suggest that future recording studies will profit from 

examining these factors simultaneously (see 44).

While my lab is actively investigating the boundary conditions and moderating factors 

associated with temporal memory averaging, the phenomenon itself provides important 

constraints on the possible mechanisms underlying interval timing. Specifically, it is very 

difficult to explain temporal memory averaging in the context of a network-state based 

timing model, such as the instantiation of SBF described above (46). This difficulty results 

from the fact that different times in these models are associated with different states of the 

network (i.e., patterns of neural activity), but these states do not evolve in a monotonic 
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manner as a function of time (i.e., there is nothing “bigger” about a complex ensemble firing 

pattern associated with 20s as compared to 10s). As such, the network states that correspond 

to times in between the component durations are not in any obvious manner “in between” 

the network states associated with the component durations themselves. In contrast, 

monotonic clock models, such as Scalar Expectancy Theory (39), the Multiple Timescales 

model (82), or the Drift-Diffusion timing model (75), have neural activity patterns that grow 

or decay in a monotonic manner, and an average of component memories, whether they are 

instantiated as thresholds or clock speeds, would result in maximal responding at a time that 

falls in between the component peak times. Of course, the ability of these monotonic models 

to deal with the finer complexities of this phenomenon, such as the weighted averaging and 

modality-associated asymmetries remains to be seen. Dealing with such issues may require 

refinement of these models.

The phenomenon of temporal memory averaging may also be helpful in clarifying the 

functions of neurons that are found to co-vary with time in electrophysiological recording 

studies. Presumably, the first explanation considered by neuroscientists finding neurons with 

temporally-informative activity patterns, is that these neurons are used as the basis for 

temporal perception. However, during a perusal of the numerous posters reporting on 

electrophysiological investigations on interval timing at the 2012 Society for Neuroscience 

Annual Meeting, a colleague remarked to me that he wondered whether there were any areas 

that didn’t show co-variation of neural activity with time. While some of us believe that 

“Timing is everything,” it is somewhat hard to imagine that every area of the brain is 

contributing in a direct manner to the temporal control of behavior. Instead, these neurons 

are likely involved in other facets of behavior, but are nevertheless influenced by temporal 

factors, perhaps via a temporally informative input signal. For example, as described earlier, 

we showed that neurons in the anterior cingulate cortex had firing rates that co-varied with 

time (45). However, current theories of this brain area ascribe its function to one of error 

detection (83). Such error related processing might be expected to co-vary in intensity as a 

function of time between expected and obtained outcomes similar to that seen in the activity 

of dopamine neurons (57), but such temporally varying error signals need not be the source 

of the subject's temporal perception. Similarly, Shuler and Bear (84) have demonstrated that 

primary visual cortex neurons have firing rates that peak at the time that reinforcement is 

typically provided, thereby providing a temporally informative signal. While this is a 

fascinating finding given the “low-level” sensory functionality classically ascribed to this 

cortical area, it remains to be seen whether such activity is generated within this structure, or 

whether it is provided by another area. Similarly, it remains to be seen whether this activity 

is responsible for the temporally specific overt behaviors produced by the subject (i.e., 

licking at the spout at the right time), or whether it instead functions to temporally moderate 

processing of visual inputs. As such, examining the activity of temporally varying neurons 

in novel and/or conflicting situations, such as that produced by a stimulus compound, may 

help us to identify how and where different components of the system (clock, memory, 

decision, output) are integrated. For example, if one recorded from visual, auditory and 

motor areas in rats while presenting them with stimulus compounds, one might see activity 

in sensory-specific areas that represent the component expectations, but activity in motor 

areas that represent the integrated expectations.
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Summary

The work presented here supports the idea that cortical and striatal neurons are modulated 

by the temporal relationships between external events and may temporally modulate the 

animal's behavior to deal with these contingencies. The involvement of an array of cortical 

and sub-cortical areas in timing and time perceptions has also been demonstrated recently by 

other investigators using electrophysiological techniques in behaving animals (see the 

preceding chapters, as well as 24, 28-30, 85, 86, 87). While this body of work shows that a 

number of structures have firing patterns that provide an index of elapsed time, whether a 

“pure” temporal signals exist anywhere in the brain remains to be seen, and will require the 

adoption of experimental designs that go beyond simply searching for neurons that co-vary 

with time in stationary subjects. We have also shown that a variety of temporally 

informative firing patterns are simultaneously present, and that this variation in patterns may 

facilitate temporal expectations. As such, I believe that we need to be open to the possibility 

that complex neural activity patterns may contribute to temporal expectations. Indeed, recent 

work has demonstrated temporal information encoded in complex network states (88, 89), as 

well in the temporal specific activity of tuned “time cells” in the hippocampus (90) and 

premotor cortex(91). Nevertheless, as we have found that the cueing retrieval of multiple 

discrepant temporal memories can lead to temporal memory integration, monotonic coding 

of time such as that obtained with ramp and decay patterns, seems likely to be a critical 

component(22, 75). With all of these outstanding questions, I think it is clear that this is an 

exciting time to be studying timing.
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Figure 1. 
Graphical representation of the timing tasks discussed in this chapter, as well as the typical 

single trial behavioral pattern.

Panel A. In this two duration fixed-interval procedure, a tone commences signaling the start 

of a trial. On “short” trials (top), the first lever press after 10s earns reinforcement and 

terminates the signal. On “long” trials (bottom), the first lever press after 40s earns 

reinforcement and terminates the signal. There is no programmed consequence of 

responding prior to the criterion duration, and no signal is provided regarding which 

duration will be reinforced. As a result, the rats tend to respond around 10s, and if no 

reinforcement is received, pause for some time and then respond again around 40s.
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Panel B. In this concurrent variable-interval/fixed-interval procedure, a tone commences 

signaling the start of the trial. On variable-interval trials (top), reinforcement is delivered 

with a low probability (e.g., 1%) for each moment that the rat's snout is in the left nosepoke. 

On fixed-interval trials (middle), reinforcement is delivered for the first response on the 

center nosepoke after 15s have elapsed since trial onset. On probe trials (bottom), no 

reinforcement is provided and the signal stays on for at least 40s. As no signal is provided to 

indicate trial type, the rats begins responding on the left, variable-interval, nosepoke, 

switches to responding on the center, fixed-interval, nosepoke as time approaches 15s, and 

then switches back to responding on the left nosepoke after 15s has passed.

Panel C. In this two-modality, two-duration peak-interval procedure, a signal commences 

signaling trial onset. On 10s fixed-interval trials, a tone commences, and the first center 

nosepoke response after 10s is reinforced and the signal is terminated. On 20s fixed-interval 

trials, a light commences, and the first center nosepoke response after 20s is reinforced and 

the signal is terminated. A proportion of trials are probe trials in which either the tone or 

light commences and stays on for 3-4 times the associated fixed-interval duration, but no 

reinforcement is delivered and the stimulus terminates in a response-independent manner. 

Rats respond on these trials around the time that reinforcement is normally delivered. In 

addition, compound probe trials were presented in which the tone and light were 

simultaneously presented. On these trials, rats responded maximally at a time in-between the 

two fixed-interval durations.
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Figure 2. 
Peristimulus time raster and histogram displaying the activity pattern of a representative 

striatal neuron showing differential activity at two times associated with possible 

reinforcement (10 sec and 40 sec), thereby indicating the striatum's sensitivity to a specific 

temporal interval. The average firing rate of a striatal neuron is shown as a grey histogram, 

while the subject's lever pressing is shown as a black line. Importantly, the lever pressing 

rate was equivalent at these two times of reward, thereby ruling out a simple motor coding 

role of the firing rate differences in the striatal neuron. Figure from Matell,M.S. Meck, 

W.H., & Nicolelis, M.A., Interval timing and the encoding of signal duration by ensembles 

of cortical and striatal neurons. Behavioral Neuroscience, 117(4), 760-773, 2003, APA, 

adapted with permission.
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Figure 3. 
Graphical representation of two different mechanisms for temporal coding. The red lines in 

the figures show the firing pattern of a temporally sensitive striatal neuron, while the blue 

crosses indicate the concurrent behavior. In contrast to Figure 2, in which the behavior 

showed temporal control, thereby preventing a dissociation between motor and abstract 

timing, we have intentionally disrupted the behavior in this example so that it does not show 

temporal control. The figure on the left represents an “abstract temporal code” in which the 

neuron's firing rate peaks around the expected time of reinforcement. The behavior in this 

coding scheme is generated downstream from the striatum, such that although there is 

temporally informative activity in the striatal neuron, the behavior does not necessarily 

reflect this activity. In contrast, the figure on the top right represents temporal motor coding. 

In this case, the neuron's activity is driven by the behavior, but temporal information 

(represented here as the black dotted line) modulates the firing rate. Thus in this scheme, the 

behavior and time are represented in an integrated manner within the striatal neuron.
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Figure 4. 
Session average and single trial behavior during a concurrent 15s variable-interval/fixed-

interval procedure (see Figure 1B). The top panel shows the average proportion of time in 

which a representative rat had its snout within either the VI or FI nosepoke. As can be seen, 

FI responses peaked in a symmetrical manner around the criterion time of 15 sec, with VI 

responding occurring with high likelihood during all other times. The bottom panel shows 

VI (black lines) and FI (grey lines) nosepoke occupancy on an individual probe trial. As can 

be seen, the rat initially occupied the VI nosepoke, before switching to the FI nosepoke 

around the criterion FI time. After the FI duration had elapsed, the rat switched back to 

occupying the VI nosepoke. Note the short (~1-2 sec) periods of transition, during which the 

rat backed away from the nosepoke it was occupying, and approached the nosepoke it was 

about to occupy. Figure as originally published in Portugal, G. S., Wilson, A. G., & Matell, 

M. S. (2011). Behavioral sensitivity of temporally modulated striatal neurons. Front Integr 

Neurosci, 5, 30. doi: 10.3389/fnint.2011.00030
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Figure 5. 
Examples of striatal neurons that exhibited monotonic ramp (left) or peak-shaped (right) 

changes in spike rate when in the process of holding their snout in the nosepoke (defined as 

continuous occupancy in the nosepoke aperture for at least 500 msec) as a function of 

elapsed time in the trial. Because nosepoke occupancy occurred at different times on 

different nosepokes across trials, the size of the data points reflect the number of trials 

contributing to each data point. Some neurons had firing rates that fluctuated in a systematic 

irrespective of the nosepoke aperture on which they were responding, whereas others 

showed these patterns only within certain phases (either on the FI nosepoke one/both of the 

VI nosepokes). The degree (fit) to which a power function (indicative of a ramp) or 

Gaussian function characterized the data is provided in each figure legend.
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Figure 6. 
Mean firing rates during the phases of nosepoke occupancy and during the first 200 and last 

200 msec of the transition period illustrated in Figure 4. The firing rate of each phase is 

plotted at the mean time at which these phases began and ended, but was computed with 

respect to each trial's actual transition times. Although the firing rates were not constant 

throughout the nosepoking phases (see Figure 5), the pattern of activity across the trial are 

inconsistent with a monotonic or peak-shaped firing pattern that develops irrespective of the 

co-occurring motor behaviors, thereby suggesting that the striatum is encoding both the time 

at which overt behaviors are executed, and the expected reward time or elapsed trial time 

(i.e., temporal motor coding). The four panels display four representative neurons, but 100% 

of task-modulated neurons had qualitatively similar patterns. To facilitate display, the 

duration of the transition segments is shown over 500 msec, rather than the 200 msec used 

for analysis. Figure as originally published in Portugal, G. S., Wilson, A. G., & Matell, M. 

S. (2011). Behavioral sensitivity of temporally modulated striatal neurons. Front Integr 

Neurosci, 5, 30. doi: 10.3389/fnint.2011.00030
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Figure 7. 
Perievent rasters and histograms from representative neurons on a two-modality, two-

duration peak procedure (see Figure 1C). Each row displays a different neuron, and each 

column corresponds to the short (10s) cue (left), the simultaneous compound cue (middle), 

and the long (20s) cue (right). The thick black line shows the relative occupancy of the rat's 

snout in the nosepoke. Notice the dynamics of firing rates across neurons, time within a trial 

type, and across trial types. Figure from Matell,M.S. Shea-Brown, E., Gooch, C., Wilson, 

A.G., & Rinzel, J., A heterogeneous population code for elapsed time in rat medial agranular 

cortex. Behavioral Neuroscience. 125(1), 54-73, APA, with permission.
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Figure 8. 
Heterogeneous patterns of firing rate changes in medial agranular cortex neurons during the 

high nosepoke occupancy “In” state, on probe trials in the mixed 10s/20s peak procedure 

Different neurons are shown on different rows, and different trial types are shown in 

different columns, as in Figure 7. To account for trial by trial variability in the length of the 

“In” state, the figures are binned using varying bin widths, that are 1/15 the width of the “In” 

state on each trial. Firing rates are shown as vertical bars, and occupancy in the nosepoke 

aperture is plotted as a thick black line. Firing rates and nosepoke occupancy within the “In” 

state have been smoothed with a 5-s running mean for presentation and were normalized by 

the maximum rate across trial types. The lack of stationarity in nose-poke occupancy was 

accounted for by using the time-varying occupancy as a covariate in the quantitative 

analysis. Figure from Matell,M.S. Shea-Brown, E., Gooch, C., Wilson, A.G., & Rinzel, J., A 

heterogeneous population code for elapsed time in rat medial agranular cortex. Behavioral 

Neuroscience. 125(1), 54-73, APA, with permission.
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Figure 9. 
A graphical example showing the optimal feature and boundary line separating the firing 

rates of a hypothetical neuron that increases in rate the across the “In” state. The “In” state is 

split into 2 halves (early versus late), and each half is split again (Bin 1 and Bin 2). The 

firing rate during these bins is plotted as a point in 2-d space. These points are plotted for 

each trial, and in separate colors for the early and late halves of the “In” state. The means of 

these points are plotted as filled diamonds. The feature direction that optimally separates 

these clusters of points is plotted in green (as identified by linear discriminant analysis). The 

data points are “projected” in an orthoganol direction onto the feature line, and the boundary 

by which the two clusters of points are maximally separated is plotted as a dashed line. 

Notice that due to greater variability during Bin 2 in both the early and late halves of the 

“In” state, the best discriminability is not along the dimension that goes through the cluster 

means, but that the optimal feature is one that utilizes the Bin 1 rates more heavily than the 

Bin 2 rates.
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Figure 10. 
Shapes of the firing rate patterns in neurons whose rates differed across the “In” state 

defined by 3 relative duration bins, irrespective of trial type. The abscissa provides the 

change in rate from Bin 1 to Bin 2, while the ordinate provides the change in rate from Bin 2 

to Bin 3. The rate changes were normalized by the maximum change, such that all points fall 

along the unit square. Points in quadrants 1-4 correspond to a positive ramp, a peak, a 

negative ramp and a dip, respectively. Figure from Matell,M.S. Shea-Brown, E., Gooch, C., 

Wilson, A.G., & Rinzel, J., A heterogeneous population code for elapsed time in rat medial 

agranular cortex. Behavioral Neuroscience. 125(1), 54-73, APA, with permission.
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Figure 11. 
Normal, peak-shaped, scalar responding at a time in between the trained criterion times 

when tested with the stimulus compound. Rats were trained that one modal stimulus (e.g., a 

tone) predicted probabilistic food availability (25% of tone trials) at 10s, whereas a different 

modal stimulus (e.g., a light) predicted probabilistic food availability (50% of light trials) at 

20s. The different probabilities of reinforcement led to equivalent peak rates on the 

component stimuli probe trials as shown (Top). Presentation of the stimulus compound (tone

+light) led to responding that peaked in between the criterion times. These compound trials 

were never reinforced. The bottom panel shows the superimposition of component and 

compound responding after normalizing the response functions by the obtained peak times, 

thereby indicating that the compound response was scalar. Such a result strongly suggests 

normal timing processes operating on an average temporal expectation. Figure from 

Swanton, D.N., Gooch, C.M, & Matell,M.S. . Averaging of temporal memories by rats. 

Journal of Experimental Psychology: Animal Behavior Processes, 35(3), 434-439, 2009, 

APA, with permission.
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