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Abstract

In recent years, two distinct lines of work have focused on the substrates of associative learning 

and on the mechanisms of economic decisions. While experiments often focused the same brain 

regions – most notably the orbitofrontal cortex – the two literatures have remained largely distinct. 

Here we engage in a dialogue with the intent to clarify the relationship between the two 

frameworks. We identify a potential correspondence between the concept of outcome defined in 

learning theory and that of good defined in neuroeconomics, and we specifically discuss the 

concept of value defined in the two frameworks. While many differences remain unresolved, a 

common idea is that good/outcome values are subjective, devaluation–sensitive and computed on 

the fly, not “cached” or pre–computed.

Introduction

Economic theory has had a large influence on neuroscience and has greatly informed our 

understanding of how neural circuits may generate decisions. However the relationship 

between ideas that originated in economics and other ideas regarding how associative 

information is organized conceptually and represented in neural circuits is unclear. For 

example, the orbitofrontal cortex (OFC) has been associated with at least two classes of 

behaviors. One set of studies implicates the OFC in economic decisions (e.g., choices 

between different dishes on a restaurant menu), which reflect the values assigned to the 

available goods [1–5]. These studies emphasize the subjective nature of value and the need 

to integrate across multiple dimensions. Another set of studies shows that the OFC 

contributes to learned behaviors dependent on the ability to represent the current value of 

expected outcomes (e.g., choosing not to go to the restaurant at all, if the restaurant 

specializes in something you just had last night) [6–10]. These studies emphasize the need to 

use inference and a model of the environment, rather than direct experience, to derive a 
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value. These two literatures have remained largely separate, although experimental findings 

such as the effects of OFC lesions on behavior following outcome devaluation procedures 

have been interpreted in both frameworks [11]. A potentially unifying concept is that of 

value, but the operational definitions of value used in neuroeconomics and in learning theory 

have been difficult to align. Here we discuss some conceptual questions with the intent to 

clarify the relationship between the two frameworks. The article is written in the form of a 

dialogue. While we refer explicitly to the OFC, many of the concepts and issues addressed 

here are more general and pertain also to other brain regions.

Subjective value and economic choice

GS: Lets start with general definitions. What is economic value? Is economic value 

adequately operationalized by current experimental approaches, which are essentially 

defined by choices?

CPS: Here I use the terms “utility”, “economic value” and “subjective value” as equivalent. 

Subjective values measured behaviorally are always derived from choices. Economic theory 

tells us (roughly) the following. If an individual makes a set of choices that satisfy 

transitivity, her choices can be described as if they were dictated by a subjective value. 

Transitivity is satisfied if every time X is preferred to Y and Y is preferred to Z, X is 

preferred to Z. The subjective value function is defined up to a monotonic transformation 

[12].

In our studies, we often simplify the analysis by assuming that value functions are linear 

(i.e., that the subjective value of two drops of apple juice equals two times the subjective 

value of one drop of apple juice). If this is true, an adequate set of choices between, say, 

apple juice and grape juice will provide an operational measure for the subjective value of 

any quantity of grape juice in units of apple juice (or vice versa). Under this assumption, we 

and others have shown that subjective values are explicitly represented in OFC and other 

brain regions [11,13–15]. Note that the linearity assumption is not conceptually critical – we 

could relax it, although in practice we would need many more trials for each experimental 

condition.

GS: Does utility or subjective value encompass everything that affects choices – costs, 

benefits, punishments, etc? Can we fractionate it? For example, do neural circuits separate 

the impact of positive and negative valence, or that of cues and actions?

CPS: From the behavioral perspective, anything that matters to choice – cost, benefits, 

probabilities, delays, contingencies, etc. – can and should be integrated into subjective 

values [11]. Of course, this does not mean that these quantities are not also represented 

independently somewhere in the brain. Whether positive and negative values are represented 

in the same way, and possibly by the same neurons within OFC, is not clear. More 

experimental work is necessary to examine this point, although the results of Morrison and 

Salzman [16] do suggest a unitary representation.
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Different types of decisions

GS: Are all choices based on value signals at some level or can we make choices without 

computing a value? If so, how do we distinguish experimentally between different choice 

mechanisms?

CPS: This is a very important issue, and my personal view is as follows. Many behaviors 

can be construed as involving a decision. Indeed, the phrase “decision making” is used in 

neurobiology to describe a variety of systems, from C. elegans that “decide” when to move 

to a new food patch [17], to fruit flies that “decide” where to lay their eggs based on the 

local concentration of sucrose [18], to collective “decisions” in many species [19]. Many of 

these behaviors may be described using an economic optimization formalism (which, 

incidentally, is a very general formalism originally developed in physics). That said, I would 

argue that the decisions you and I make when we look at a restaurant menu or when we 

choose between different possible investments in our 401k are based on qualitatively 

different cognitive and neural mechanisms from these other kinds of decisions. So when I 

say or write “economic decision”, I don’t mean “any decision that can be described using an 

economic formalism”; rather, I refer to a particular kind or domain of decision making.a

The key question is: How do we define the domain of economic decisions? My starting 

point is an appeal to intuition, as I just did in the examples of the restaurant and the 401k. 

These examples highlight two important traits of economic decisions – they involve goods 

that can vary on multiple dimensions, and they normally do not have an intrinsically 

(objectively) correct answer.b This allows us to proceed with experimental work and to 

identify candidate brain structures and neuronal mechanisms that might underlie such 

choices. In the long run, however, appealing to intuition or even to the behavioral criteria 

described above is somewhat unsatisfactory. In my view, different kinds of decisions should 

eventually be defined based on the underlying neural mechanisms. In other words, I hope 

that in a near future we will define an economic decision as a neural decision process that 

takes place in particular brain area(s) and according to specific neuronal mechanisms.

GS: The idea that economic decisions have no intrinsically correct answer sounds clear at 

first, but when I try to apply it, I find some difficulty. A friend of mine dislikes ham. This 

choice is subjective at first glance, however it is due to a proscription defined by her society 

during her upbringing. Thus the value driving the decision is actually extrinsic and thus 

might be seen as objective in the context of that society.

CPS: You asked whether all choices require computing values. The short answer is no, 

because there are many behaviors that can be described as a decision but are not necessarily 

value-based. Your friend’s attitude towards ham seems dictated by what are sometimes 

aThe distinction between “economic” decisions and other types of decisions is not one usually made in economic theory. As discussed 
here, this distinction ultimately rests on cognitive and neural concepts.
bThe lack of an intrinsically correct answer is contrast to the situation found in perceptual decisions, where there is always a correct 
answer (or, at least, the subject believes that there is one). It may be argued that in some “economic” decisions goods vary on a single 
dimension and/or one of the options is objectively dominant (e.g., the choice between $2 and $1). The critical point, however, is that 
economic goods can and typically do vary on multiple dimensions (including non–parametric dimensions), and that decisions are 
typically made in the absence of an objectively correct answer.
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called “sacred values”, which are often associated with religious beliefs or ethnic identity. 

Interestingly, Berns et al [20] showed that decisions based on sacred values activate lateral 

prefrontal cortex (PFC), but not OFC or ventromedial PFC, which are usually associated 

with subjective values and economic choices. Berns’ results suggest that when we make 

decisions based on sacred values, we don’t weigh all the aspects of the situation; we simply 

apply a rule.

Neuronal representations of goods and values

GS: You often distinguish between good space and action space, and economic value seems 

to be represented in both. Why distinguish them, and how are they linked?

CPS: Let me make an important premise. Subjective values are never represented purely as 

such. They are always attached to something – for example a good or an action. There may 

be some confusion in the field on this point, so let me elaborate. I have argued that the 

neuronal representation of economic values in OFC is “abstract” [11]. The full phrase, 

however, is “abstract from the sensorimotor contingencies of choice”. In other words, value-

encoding neurons in OFC don’t have a spatial response field the way neurons in many other 

brain areas do [21]. So if a particular neuron in OFC encodes the value of an apple, it does 

so independently of the spatial location of the apple and independently of the action 

necessary to obtain the fruit (except for the action costs).

An action space is a representation in which values are attached to actions. For example in 

the lateral intraparietal (LIP) area, each neuron has a response field and the entire population 

provides a map of all possible saccades. The activity of each cell is modulated by the value 

associated to the corresponding saccade [22,23]. Similar action-based representations exist 

in many or all premotor and motor areas [11,24]. In contrast, a good space is a 

representation in which values are attached to goods, and this is how values seem to be 

represented in the OFC. Normally, goods exist independent of their location – for example 

an apple is an apple independently of its position in space. Thus good-based representations 

are normally action independent. However, in some experiments, goods may be defined 

exclusively by their spatial locations [25,26]. In such cases, abstract representations cannot 

be distinguished from spatial representations (for discussion see [27]).

GS: You have argued that the activity of some neurons in the OFC reflects the subjective 

nature of values and cannot be explained as encoding a physical property or an ingredient of 

the juices [3]. Yet the above seems to imply that the values are not represented as such, that 

they are attached to something physical. Are these two statements in contradiction?

CPS: No, they are not. The fact that a neuron is associated with a physical object does not 

imply that its firing rate encodes a physical property of that object. Some neurons in OFC 

are associated with one of the goods available for choice, for example an apple or an orange 

(offer value cells). Other neurons are associated with the good chosen by the animal, which 

in different trials could be an apple, or an orange, or something else (chosen value cells) 

[3,28]c. In principle, a neuron associated to a particular good (a fruit or the chosen good) 

could encode the subjective value of that good or, alternatively, a physical property of the 

good such as the quantity of a particular ingredient. These two hypotheses can be 
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distinguished because subjective values vary to some extent from day to day, while physical 

properties remain unchanged. You can think of fluctuations in subjective values as a 

naturally–occurring devaluation and revaluation. Our studies have shown that the activity of 

offer value cells and chosen value cells in the OFC reflects this variability (or vice–versa) 

[3,29]. Hence, the activity of these neurons reflects the subjective nature of values. (Similar 

results were obtained for other brain regions [23,30–32].)

To summarize, neurons in the OFC may be associated to physical goods, but they encode the 

subjective values of those goods.

Learning theory and neuroscience

CPS: We will discuss the relation between concepts defined in the context of economic 

choice and concepts defined in the context of associative learning. Let me first ask you a few 

general questions. What do you mean when you refer to “reinforcement learning” versus 

“learning theory”? Is there a single, well-defined learning theory?

GS: When I refer to learning theory, I am referring to the branches of experimental 

psychology that is devoted to figuring out empirically the rules that govern associative 

learning. Despite its name, it does not refer to a single theory, but rather to the fact that the 

field is theoretically driven, i.e. learning models are typically instantiated in formal 

equations. Specific models often compete to explain the same phenomena (e.g. selective 

learning), but may occasionally be seen as complementary [33]. They include “classic” 

examples, such as the Rescorla-Wagner [34], Mackintosh [35], Pearce-Hall [36] and 

Wagner’s SOP models [37], but the field has continued to produce models to integrate more 

recent empirical findings [38–41]. By contrast, when I refer to reinforcement learning (RL), 

I am referring to the field of machine learning that specializes in designing algorithms to 

describe how an the actions of an agent – a computer construct – can maximize some 

reward. The former is strongly bottom up inasmuch as its goal is to explain animal learning. 

As such it has tried to match biological data from the beginning. The latter is more top 

down, at least to me (normative), since originally its goal was simply to design efficient 

algorithms.

While ideas from the two fields are remarkably convergent, there are some fundamental 

distinctions, which are often overlooked. For instance, temporal difference RL (TDRL) and 

the Rescorla-Wagner model use similar algorithms to drive learning but make different 

underlying assumptions. Whereas TDRL’s algorithm drives changes in the “cached” value 

of the cue, Rescorla and Wagner apply their algorithm to drive changes in the associative 

strength between the cue and the outcome. In the Rescorla-Wagner model, the strength of 

this association will determine the extent to which the cue is able to activate a memory of 

the outcome in the future, which is not something that TDRL contemplates. This difference 

– between the storage of a simple value versus the formation of an association that allows 

the activation of a memory of the reinforce – is why TDRL is not able to explain, for 

instance, the effects of outcome devaluation on learned behavior, since the current value of 

cA third group of neurons found in OFC (chosen juice cells) encodes the binary choice outcome. Together, chosen juice cells and 
chosen value cell capture the output of the decision process.
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the outcome is not part of the resultant learning for TDRL, whereas the Rescorla-Wagner 

model can, given certain assumptions.

CPS: Is learning theory independent of results from neuroscience, or is it informed by what 

neurons in the brain do or don’t do?

GS: Learning theory is orthogonal to neuroscience in the sense that its goal is simply to 

define, empirically, the rules that govern associative learning. Some of the best practitioners 

have never opened up the brain or have only done so in collaborations with others. Of 

course, modern neuroscience would propose that rules governing learning should be related 

to the brain in some way. However it is an experimental question whether, to what extent, 

and at what level this is the case. This is the question that our lab and many others are 

interested in answering. Our use of learning theory is very similar to how you and others use 

economics, I think, inasmuch as economic concepts have been developed independently, 

and you are now asking whether and to what extent these concepts map onto brain systems.

Concepts of value in learning theory

CPS: I understand how value is defined in Sutton and Barto’s model of reinforcement 

learning [42]. Are there other or more general definitions of value in learning theory?

GS: Value is tricky [43]. Historically, the concept of value in learning theory has been 

intimately linked to the concept of reinforcement and reward. Thus, for instance, a stimulus 

has positive value to the extent that it reinforces performing an arbitrary action, like pressing 

a lever. However behavior cannot always be taken to reflect the current value of a reward, 

since it can be influenced by various kinds of associative information. Indeed this is almost 

certainly the rule rather than the exception.

The classic demonstration of this is the distinction between habitual and goal–directed 

behavior. Loosely speaking, a habit would be a behavior that does not change immediately 

when your desire for the outcome changes, whereas a goal–directed behavior does change, 

and it changes immediately and without any further learning. In each case, there is a 

behavior that might arguably be said to reflect value, however there are clearly different and 

dissociable associations underlying the behavior in the two circumstances. And we know 

that brain circuits respect these distinctions to some extent. So while learning theorists may 

use the word value, modern papers tend to qualify the use of this word, typically using it in 

the context of specific associations.

CPS: Thus would it be fair to say that, within learning theory, there are different types of 

“value”? For example, is there a “habit value” and a “goal-directed value”?

GS: Yes perhaps that is one way to think about it. If you operationalize value as being 

revealed by behavior, then learning theory would hold that value is not unitary but would be 

multidimensional, reflecting the underlying associative structure. Thus there would be a 

“habit value”, which would reflect the strength of the stimulus–response association 

underlying an action, and a “goal–directed value”, which would reflect the strength of the 
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response–outcome association underlying an action [44]. Note that these are instrumental 

associations – more on this below.

Important in the idea that behavior (and therefore value) can be affected by different types of 

associations is that normal behavior will generally reflect a mixture of these influences [45]. 

Thus when I drive to work, I am engaging multiple types of associative structures. My 

decision to make a left turn at the end of my street likely reflects some “habit value” and 

some “goal–directed value”, apportioned perhaps according to how focused I am on my 

morning meeting and whether I’ve remembered that new construction going on at the 

bottom of the hill that blocks traffic after 9 AM. To address this issue, learning theory has 

developed rigorous procedures for demonstrating what sort of underlying associations are 

mediating the behavior. This is the rationale for manipulations such as outcome devaluation 

or training manipulations designed to make behavior “habitual” [44,46,47]. It has only been 

through the use of such manipulations that learning theory has been able to identify and 

clearly dissociate neural circuits mediating behavior supported by different types of 

associative information [48–51].

From my perspective, the current ways of measuring economic value is not as well 

controlled. Specifically there is no explicit manipulation, like devaluation, designed to 

remove or rule out influences of prior experience or what might be considered “habit value” 

in the above lexicon. Notably this has not prevented the brain regions associated with 

economic value from aligning well with the areas we believe are important for devaluation–

sensitive behavior. I think the use of relatively unique choices, made only once or at most a 

small handful of times likely accounts for this in many studies [4,5,52,53]. As a result, the 

influence of what might be thought of as habits or policies (stimulus–response or parallel 

Pavlovian associations), either previously acquired or acquired in the course of the 

experiment, is likely limited. But in settings in which choices are presented many times, it is 

likely that both types of associations are formed. This is not to say that this behavior is 

“habitized” or driven solely by associations that do not incorporate a representation of the 

outcome. Indeed it is very hard to “habitize” behavior when multiple outcomes are involved. 

But neural correlates could reflect either type of information. In this regard, it is particularly 

impressive that the neural correlates of economic value that you have demonstrated in the 

OFC show a dependence on the relative value of the juice pairs across days [3] [see 

supplementary material]. This provides direct evidence that this activity varies with shifts in 

current value of the juices with minimal opportunity for attaching this value to the predictive 

cues. This combined with data showing that neural activity in the OFC is devaluation 

sensitive [7,54] suggests that economic value correlates in the OFC are likely related to the 

sort of value that learning theory experiments would assign to this area [6,8,55–58].

CPS: I see your point that the economic framework does not dissociate between different 

influences on choice as closely related to the discussion about “Different types of 

decisions”. However, the idea that you can practically dissociate between the two 

components of value – “goal-directed” and “habitual” – in the framework of learning theory 

may be illusory, I think. Take the example of you driving to work this morning. How would 

I actually measure from your behavior the “goal-directed value” versus the “habit value”? 

Presumably, I would have to run a well-controlled experiment, in which I vary one variable 
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at the time and I measure some learning process for each of those variables. In principle that 

works, but in reality the value that I would measure in such experiments might not at all be 

the same value that your brain computed this morning when you drove to work. In this 

perspective, the economic approach is more agnostic – value is what I can measure from 

choices, right now. In the end, I think that both approaches have to “bite the bullet” and 

recognize that the only way to dissociate different kinds of decisions is to define them in 

terms of the underlying brain processes.

Goods, outcomes and values in neuroeconomics and learning theory

GS: What is the relation between economic choice and behaviors defined in learning theory?

CPS: To my understanding, what we call economic choice is closely related to what is often 

called goal-directed behavior. Many studies show that OFC lesions affect task performance 

in reward devaluation procedures [6,8,55,57–60]. Usually, these results are interpreted 

saying that the behavior elicited by the task is goal-directed. However, in many cases the 

task involves a decision, and thus the computation of values, and the results can be 

interpreted as evidence that values are not learned as such (i.e., values are computed on the 

fly) [11]. The two interpretations are not mutually exclusive.

GS: This makes sense, and indeed one defining feature of a “goal-directed behavior” is that 

it is based on the current value of the outcome. In this sense, it reflects a predicted value that 

is computed on the fly. However, goal-directed behavior, as it is currently defined by 

learning theorists such as Balleine and Dickinson [44], is instrumental or specifically based 

on action-outcome associations. In this view, goal-directed behavior would have to be 

controlled by an action-based, not a good-based, representation. In this way, goal-directed 

behavior seems to differ from or at least be more restricted than economic decision making.

CPS: It is true that goal-directed behavior is often discussed as based on actions. But from 

my perspective, the concept of goal-directed behavior could easily generalize to abstract 

representations that do not depend on specific actions. For example, lets say that normally 

you are equally prone to watch a movie or read a book. However, if you watched a movie 

yesterday (selective satiation) you are more likely to opt for a book today. The decision 

between the book and the movie would qualify as goal-directed behavior, but it is unlikely 

to be based on the physical action you have to undertake to turn on the TV or to walk 

upstairs and grab your book. That said, I take your point. Borrowing your language, it is 

more accurate to say that economic choice is closely related to “outcome-guided” (as 

distinguished from “goal-directed”) behavior.

GS: What does it mean that economic value does not reflect learning?

CPS: I don’t know, I never said that. What I did say and write [11] is that economic values 

are not learned and stored as such; they are computed online (or on the fly) when needed. 

Subjective values are computed by integrating multiple determinants, of which some are 

external and some are internal. If I need to compute the subjective value of a green apple, I 

will do so by integrating information that I have learned over time (e.g., the typical taste of 

green apples, which is not the same as that of red apples) and also information that I cannot 
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have possibly learned in the past (e.g., how hungry or thirsty I am right now). Learning 

processes are not irrelevant to the computation of value, but values are not fixed; they 

depend on the circumstances, and cannot be learned as such [11].

GS: This brings the concept of economic choice closely into alignment with the idea of 

devaluation–sensitive behavior in learning theory. How do you view the relation between 

value defined in neuroeconomics and value defined in learning theory?

CPS: In principle, values defined in economic choice and values defined in learning theory 

have nothing to do with one another. Notably, when they perform economic choices in our 

experiments, animals are no longer learning anything, so it is not clear why one would 

invoke concepts from learning theory. At the same time, the concept of “outcome” as used 

in learning theory seems closely related to the concept of “good” that we often refer to. One 

difference is that goods in neuroeconomics are defined by multiple physical dimensions, 

including quantity, probability, delay, etc [11]. Thus one apple delivered with probability p 

= 0.5 and one apple delivered with probability p = 1 are different goods. In contrast, scholars 

of learning theory usually think of the outcome as just the apple. However, associative 

learning can have a hierarchical structure, for example when one first association forms an 

entity that enters further associations [61]. Thus one first association between an apple and a 

probability, or between an apple and a delay, could constitute the “outcome” of a further 

association. So the possible correspondence is between “goods” and the potentially-

hierarchical concept of “outcomes”.

With this understanding, your concept of signaling the predicted “outcome value” to guide a 

behavior is similar to our concept of encoding “economic value” at the time of a decision. In 

both conceptualizations, behavior is guided by the current/subjective value of the outcome 

or good, and it is thus sensitive to devaluation. In principle, it would seem a good idea if the 

brain had a single machinery that computed such values whenever needed, and then used 

those values to drive different behaviors in different circumstances. My working hypothesis 

is that neurons in the OFC are such machinery, although other brain regions such as the 

amygdala might contribute to this computation.

Conclusions

Experimental frameworks derived from learning theory and economics have been 

successfully used to examine the neural circuits mediating associative learning and decision 

making, respectively. While experiments often focused on the same brain regions, work 

conducted in the two frameworks has remained largely separated. We attempted to clarify 

basic concepts defined in each framework, with the goal to facilitate a comprehensive 

understanding of the literature. We identified a potential correspondence between the 

concepts of “good” and “economic value” defined in neuroeconomics and the concepts of 

“outcome” and “outcome value” defined in the learning literature. Common to both 

frameworks is the idea that these values and the behaviors they drive are sensitive to 

changes in the subjective desire for the good or outcome, and convergent experimental 

results from both traditions indicate that neurons in the OFC encode the identity of goods/

outcomes and their subjective values.
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Highlights

• Economics and learning theory provide frameworks for understanding behavior

• Experimental work has found neural activity encoding quantities defined in each

• We discuss commonalities and differences between the two frameworks

• We suggest that economic values are closely related to outcome values
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